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109.1. Introduction _
In the dynamic programming technique, we usually start with the smallest and hence the simplest subinstances.
By combining their solutions, we obtain the answers to subinstances of increasing size, until finally wearrive at the

solution of the original problem.

109.2. Objectives
After completion of this module you will be able to :
Explain the concept of dynamic programming,

e  Explainthemethod to solve optimization problem with single and multiple constraints.
¢ Solveinventory problems using dynémi_c programming method.
e  Solvelinear programmirig problem using dynamic programming method.

109.3. Key words :

Dynamic programming method, optimization problems with single or multiple constraints, LPP, inventory

control.

109.4. Elements of bynamic Programming Problem : o
In the following we discuss the three basic characteristic of dynamic programming technique.
1.  Stage. The dynamic programming problem can be decomposed or divided intoa séquence of smaller sub-
: problems called stages of the original problem. At each stage there are a number of decision alternatives and |
adecision is made by selecting the most suitable out of the given list. Stages geﬁera!ly represent different time

periods associated with the planning period of the problem, places, people or other objects.

2.  State. Each stage in a dynamic programming problem has a certain number of states associated with it.
These states represent various conditions of the decision process at a stage. The variables which specify the
condition of the decision process or describe the status of the system ata particular stage are called state
variables. These variables provide information for analyzing the possible effects that the current decision
could héve upon future courses of action. At any stage of the decision-making process there could be a finite

finite or infinite number of states.

3.  Return function. At each stage, a decision is made which canaffect the state of the system at the next stage
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and help in arriving at the opﬁmal solution at the current stage. Every decision that is made has its own merit
in terms of benefit associated with it and is described in an algebraic equation form.

' This equation is generally called a return function, since for every set of decisions, areturn on each '
decision is obtained. This return function in general depends on the state variable as well as the decision
‘made at a particular stage. An optimal policy or decision at a stage yields optimal i.e., maximum or minimum
return for a given value of the state variable. '

Bellman’s Principle of Optimality : '
An optimal policy has the property that whatever the initial state and decisions are, the remaining decisions
must constitute an optimal policy with regard to the state resulting from the first decision.
fabematically,

f,(x)= optimize [r(d” ) Qj;_, {T(xd, )}]
dn E X -

- where
[ ()= the optimal return from an »-stage process when initial state isx;
r(d, ) =immediate return due to decision d, ;
T(x,d, )= the transfer function which gives the multmg state;
X=set of admissible decxsxons "

It may be remembered that if a problem does not satisfy the prmc1ple of optlmahty cannot be solved by the
dynamic programming techmque o ' .
The solution of problems by dyna'mioprogxamming is usually done in two stages:
e The development of functional oquations for the problem,
o To ;olve functional equations for determining the opﬁmal policy.

109.5. Mode I : Shortest Path Problem

Example l (Mulu-stages graph) Find the shortest path from the vertex A to the vertex B along theedges -
_)ommg various vexm& lymg between 4 and B'shownin Figure 1. The length of each edge is given, with each edge. .

- Directorate of Distance Education : 3



Figure 1

Solution :

Step 1. Formulation of the problem :
We divide the vertices into five stages 0, 1,2, 3 and 4 denoted by j shown in Figure 1. The vertices of each

stage are numbered as 1, 2, 3, .... It may be noted the vertices of stage j are adjacent to the vertices of stage (j+1)
only. |

The state of the system is denoted by s,. Thus, s, is the state in which the node 4 lies. The state s, has three
vertices possible values, say, 1, 2 and 3 corresponding to three vertices in stage 2, and so on. The possible-

alternative paths ﬁom one stage to the other will be called decision variables denoted by d,, the decision which
takes from state 5, tostate 5,. Thereturnis the function of decision will be denoted by f; ( ) Here d, can be
1dentxﬁed with the length of the corresponding edge. Here we consider f, (d j ) =d,.

The minimum path from state s, to any vertex instate s, will be denoted by F,(s,).For this probleni we

 haveto calculate the minimum path F, (s,) and the values of the decisions variables d,,d,, d, and d,.

Setp 2. Obtain the functional Equations |
* We start from the vertex B backward. Obviously, d, can either be 3 or 9 or 8, as the possible paths are
151,221,351
If d, =3, then s, = 1. Similarly, if d, =9 then 5, =2;
d, =8,then 5, =3. Hence the minimum path from 4 to Bis either through s; =1 or2or3according as d

4 i Directorate of Distance Education
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is3,9o0r8.
Thus, A
Fy(s,)=min[3+ F1).9+F2),8+ F(3)]=min[d, + F ()]
- Insimilar way,’
F,(1)=min[9+ 51,7+ {2)]
F, (z)_mm[s+pz(1),6+Fz(2),4+F (3)]
F,(3)=min[5+ F,(2),3+ F,(3)]. ‘
In general, _
F(s)= ngn[d, +F(5,)].5 = 1,2,5.

Simﬂﬂ‘ly
F(sz)-mm[d +F(sl)]

Lastly,
F(s)=d,.
Step 3. Determination of the minimum path. 4

Now, we can determine the value of F, (s, ) recursively. The states s s _] =0,1,2,3 are tabulated in the

following :
State 5, _ "State s,
d |7 6 - S ‘ , s, S 3 4 6 7 10
s |11 2 3 o R A
2 | - 1 - 2 3
3 - - - 2
State s, 3
Nhl3 4 5 6 7 8 9
k]
— » | s 3- 9
2 | - 3 - 2 - | R 54 3 8
313 - 2 - - - - Lyr o203

Directorate of Distance Education 5
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Itis 9bservedthat 5, , may not be defined for all combinations of sl’~ and d . The dash indicates there isno
transformation required. | ' ,
The recursive operations are shown in the following tables.

j 5 s 5,
IR E
2 6| 6
3 5| s

F(s) d, + F(s,) Fy(s,)
j s,d’ 3 4 6 7 10]3 4 7 7 10]|Mn’
| 6 - -1 - 122 - - |l
-6 s|- m - 1315 |n
3 - 6 5‘ - - - 13 15 | 13
Fy(s) 4, +F(s,) Fi(5)
iIN&l3 4 5 6 78 93 35 6 7 8 9
31 - - - - 1 - 1w0|- - - - 18 - 19| 18
21- B - 1 - 10 - -1 - 17 - 18 - 17
sl -on - - - |16 - 16 - - - -| 16
£ (s) d,+ F(s) Fils)
] 3 o 8|3 9 8| Mn
411 |18 17 16| 21 2 21

24
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Thus, F,(s,)= ﬁl, i.e.,me‘lepgﬂ'xofﬂlenﬂnimmnpath'isﬂ unit. By tracing the minimum path and decision
backwards, successive distances are 7,4, 7, 3 through the states 5, =1,5, =1,5, = 2,5, =l and 5, =1. '

109.6. Model I1. Single Additive Constraint, Multiplicative Séparable Return _
The problem of this type is stated below: ’
Maximize z = £,(31,) /3 (»,)- /o ()

subjectto a,y, +4, Y, +onta, v, =b,

y;20,a; 20, , .
where-y ; is the decision variable at jth stage and g, is the constant, forall j=1,2, .....,n.
We introditce the state variables, i.e., - o | | |

84 -%sj ~a,y;, ] =2,3,...,n.
F(s,)= max {£;(n)s(n2)A, ()}
ﬁl@genexalrecwsionfonnulais :

)= mnx( 1, () (5.0)] S =2

and F(s)=fi(n)
Example 1. Find the value of 2=maximize (7127, ) subjectto y, +y, +y, =5; y,; Y2, ¥3 20.
 Solution ; Let 5,,5,, 5, be the state variables, where ' |
=R AN =55 =8 = N = IS =5 Y = 0
Also, Fy(s)) = max[y, Fy ()]
Fy(s) =max[ 7, £ (5,)]
F(s)=y=5-»

Hente, F5(s,) = myz:x[yz'(s, Y 2)] 4

Directorate of Distance Educatiori 7
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Let A= .stz Jl’z dyz =5,=2¥,.
Atextrema, A 0, gives y2 =5, /2.
dy, .

d’4
Also, —5=-2<0.

Therefore, 4 is maximum when y, =s,/2. -
Hence, using the Bellman’s principle of optimality,
F(s, -max[y3s2/4]- [y,(s3 y,) /4]
Again, using calculus, we get “
»=5/3=5/3.
Also, y, =5/3,, =5/3.
125

Hence, ‘max yl.VQ}'3 = -53-

. 109.7. Model I11: Single Additive Constraint, Additively Separable Return
Let us consider the problem
minimize z =3, (7,)

J=tb

N

subject to the constraints

Za yj>b a andbarerealnumbers,

i=l
a2 O,yj 20,b>0,j=1,2,..,n
This is an n-stage problem where the suffix mdxcates the stage. Since values of y, are to be decided, y; is
called decision variable. The return at thejth stage is the function f; ( y; ) Thus, each decision y, is associated
.'mtharetumfmctlonf,(yj)- . '
Let us introduce the state variables sy, s, ...,s,, as

S, =ay, +ay, +..+a,y,2b,

8 . ‘ Directorate of Distance Education
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S TGN T QY+t G Vo =S, Yy
= ‘U’t + Y, F et @Y, =S~y Vs

T IR R N L T R Py PRy Ry PR PP T Y YT P YR T TR P T P HY

=) =S =AY, . , :
Also, 8,1 =T,(s;,;)sJ =1,2,...,, isthe stage transformation function and indicates that each state variable

is a function of next state and decision variables.

~ F,(s,) denotes the minimum value of z for any feasible value of s, , where s, being the function of all

decision vanables Thus.
F(S)“ min [ £(n)+£(0)+- +f(y.,)]

Now, we choose aparticular value of ¥, and minimize z over the remaining (1) variables, Hence o

F(s,)= min [ﬁf(y,)]=fn(y")+ i (8 -x)

PYaveaam )

n-1

Thevalues y,, ¥,,..., ¥,-; forwhich ij (Y;) is minimum keeping y, fixed thus depend on s,_, whichis

~ afunctionof s, and y, . Therefore, theminimum overall y, forany feasible s, would now become

F (S ) mln [f (yn)+ n-1 (Sn—] )]
‘ Ifthe value of F,_(s,.)is known forall y, , the function to be mmxmnzed would involve only a smgle
| variable y, . This mimimization now becomes easy and can  be done by s:mple methods. Similarly, the recursion
formulais ' | |

F(S/) mm[f}(yj) J-l( M)] Isjsn.
and F(s)= /(%) o |
Starting with F)(s5,) and recursively optimizing to obtain F, (s, ), F;(s;),... we obtain E (s,) foreachvariable

S,

n

Example 1. Find the values of y,,,, s to
~Minimize z = y, + ‘y2 + y,
subjectto »+y» +y3 lS,y,,yz,y3 20.

Directorate of Distance Education
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Solution. Here the decision variables are y,, y,, y; and let the state variables be s, s,, s3 They are deﬁned as

=Nty +y, 215
S, =J’|"‘J’z =8-)
and s, =y=5,-y,.

F(sy)=min[y; + F,(s,)]
Fy(s))= n}’iﬂ[)'zz +F (s, )]
)=y =(s,-»)".

Thus, Fz(sz)=n}in[y§ +(-sz —J’2)2]'

- Let A=yj +(s, - y,) ——--—2y2 2(.3'2 ¥)
, 2

Atextrema, jydi =0, i.e., 2), —-2(:;2 —y,)=001 y,=5,/2.
) | |

Hence, F,(s,)=s2/2.
Now, F,(s,)= min [+ Fz ()]

-mm[ya ("“"""‘"'3 2)’,) J

Again, using calculus, for minimum of the function of single variable y,,

2}’3 "(‘%"%)’0 or yS‘T—‘f;" '

2

Hence, F;(s;) =53—, 5, 215,

Since F, (s,) is minimum for s3 =15, themmnmumvalueofy, +y2 +y? is75,where y, =y, = y, =5.

Examplez Showthat ZF: log p;» subjectto Z p, =1, isminimum when P=D= .= %
=] =} .
Solution. Let f, (1) denote the minimum attainable sum regarded as a function of discrete variable n. _
For n=1,f(D=plogp, =110gl. i s svainiveammessiaiiboritsasais @)

Now, consider the case forn=2,

Let p, =z and p, =1-2z, ther : : o .
10 _ ‘ Directorate of Distance Education



S, =min[plog p, + p,log p,] -

| | fg.xslzig[zlogzﬂ_l-z)log(l—'z)]. .............. O SRS ¢ 1) 1
Since f,(1-z)=(1-z)log(1-z) . |
LM =min[zlogz+ f;(1-2)] e e errieesesee st (iii)

It can be easily veriﬁedth'atminifnum value of
F(z)=zlogz+(1 ~z)log(1-2z) isattained for z = .;.

Thus for =2, optimal policy is given by

1
h=p =z

e (iv)
FAOE 2( log: ;]

Similarly, for n=3 take one of the three parts as z leaving an amz. i { 1~z) for further division into two pans
- Using Bellman’s principle, '

fa(l)zalzig‘[zlogz+ﬁ(l-z)}. ...... b e — )

ince £ 22( Liog
Since fz(l)f-2(zlog2),

fd-z)=2127 1og»133
Hence the equation (v) becomes

1- -z |
f,(l) mm[zlogz+2( 5 )108“2“—] ontsssrasnainses R VOISPRON (" )|

in which zlog z + 2( )lo T = F(z), whichisaknown function of the variable z. Again, it is easy

. o 3 1
to observed that the minimum value of F(z) is attained for z = 3 where 0< 2 <1.

R (O RIORE

-llo -1-+llog-1-
3 08373083

Directorate of Distance Education , ' . 11
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Thus for n=3, optimal policy is given by

S 1
=D =D 3‘3‘ , B
‘ (vii)

........................................................................................................

1, 1
S)= 3(3 logg).

Fmtlzer, suppose that the optimal policy -
. 1 ‘ 1
b, = Py == p, =— for which )‘,,(l)r—n(‘-!—log—)
. n , n ” _ ‘
holds forn=2,3, 4, , m. Thus, we have to §how that this result will also hold for n=m+1.Now, applying
the inductiononn. .' »
By the principle of optimality,
fun =min[ zlogz+ £, (1-2)]

1- -2z
~mm[zlogz+m(-—-——-—log——-——)]
moom

in which the function

F(z2) =zlog2+(l—-z)log1—;{

. _ _ 1
is a functionof the variable z. The minimum value of this function is attained for Z = 1 Since

£(1-2)= f,,,( ) m(;:')log(j’)

m+l " m+l
e gt s L jog——t.m i
T m+l Botl mal e T HMES.

So the optimality policy for n=rr+1 will be
| L
m+1

PiEP == Py =
for which fml(l) (m+1)[—-—-—-- Og—;*]-

12 . Directorate of Distance Education
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....................................................................................

Hence the result is true for n=m+1.

- Thus, the optimal policy is

will be true for general n.

109.8. Model IV : Single Multiplicative Constraint, Additively Separable Return.
Let us consider the problem '
Minimize z = f; () + £, (72) + oot £,(2)
subjectto y,3,..y, 2 p,p>0,y, 20 forall;.

State variables are defined as

S" zyuyn—l"'y2yl 2 p

...........................................................................

--------------------------------------------------------------------------

These state variables are stage transformations of the type s,_, =7, (s, WY, )

Let F(s,) be theminimum of value of the objective function for any feasible s, . Thus, the recursion formnla
is F; (sj): nrgn[fj (yj)+ Fj_, (s}_, )],2.<.j <n
which will lead to the required situation. |
Example 1. Use Bellman’s principle of optimality fo

- Minimize z =y, + y, +......+ ¥,

subjectto y,,..y, =>a,y/ 20 forallj=1,2,..,n.

Solution. Let f,(a) denote the minimum attainable sum y, + y, + y; +....+ y, when the quality ais factorized

into » factors.

Directorate of Distance Education _ 13
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: ij‘or r=1, ais factorized into one factor only, SO
S =min{y}=a

For vn=2.,'a is factoﬁzcd into two factors y,, jz.
Ify,"---'--'..z,y2 =alz, then‘
'.le(a‘)w= min{y, +,}
: =°nsu£{'z +alz} |
| =32ig{z+j](a'/z)} [ fi(alz)=a/z]
' For‘n=3‘,‘ais.factqr.ized in'té three factoi‘é Yo bs An’d Vs
Ky, =2, =alz then R
| f;(a)=m{y.+y;-+y;} |
=minfz+ £ (a/z)}.

Proceeding likewise, the recurrence relation for n = i becomes

f@=min{z+f, (a/z)},:_ =2,3,...,1.
Now, proceed to solve this functional equation as follows:
' f;(a) =4, |
f,(q):axxig{ua/z} -
. =~/5+-j'—;=2~/5 ' [Using Calculus]
fi(@)=min{z+f,(a/z)}
.-mm z+2Ja/z

0250

-a%+21/ a/a 3a

and so on.

14

...........................................................
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By induction hypothesis, assume for n=m,
I (@)= ma’n,
Now, the result can be proved forn=m+1 as follows:

fun(@)=min{z+ £, (a/z)}
= ozgig{z+n\/(a/z)%'}

 ~(n+1)a’e.. [Using Calculus]
Hencetheoptimél,policyis
(a%,a%, ..... ,ay")_\ﬁth ,.f,,ia) = na){'.
' Example 2. Solve the following préblem using dynamic programrmng
 Madmizz=yieyiey |
subjectto y,y,, S 4, where y,,, and y, are positive integers.

Solution. The state variables are s, = Y3, ), £4,8; =8,/ y; = ), ),,8, =8,/ y, = y,.

Stageretums:f,(y,-)=yf;j=1,2,3 '

y,: 1.2 3 4

L) v 4 9 16

Stagereturns: s, =5,/y,,j=2,3

Sefr2 3 4
1l - - -
202 1 - -
303 - 1 -
414 2 - 1

Directorate of Distance Education 15



Dynamic Programming

---------------------------------------------------------------------------------------------------------------------------------

| 5 F;(s‘)
1 1
2 4
3 9
4 16
£ () F(s)= (%) CE(s)
AR 2 3 4 1 2 3 4
111 - - - 1 - - - 2
211 4 - - 1 -~ - 5
3 |1 - 9 - - I - 10
4 |1 4 - 16 | 16 4 - 1 | 17
f;(}’a) F(s,) » F(s;)
Sel1o2 3 4 2 3 4
rfr - - - 12 - - - 3
2 |1 4 - - 5 2 - - 6
311t - 9 - 0 .- 2 - 11
s |1 4 - 6|17 5 - - 18

Thus, the required solution is given by
C yy=ly=ly =4 admaxz=18.

16 -
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109.9. Model v System lnvolvmg More than One Constramt

In the previous sections we consider the problems contammg only one constramt However the dynamlc .
programming method can be applied to problems involving more than one constraint also. In single constraint
problems, there has to b sirigle state variable for each stagé, whilein mulf-constraint problems thre hes to b one
- state variable per constraint per stage. The structure of problems is of such type that sometimes it is possible to
reduce the number of state variables. The stage transformauon becomes more and more comphcated with the
increasein number of constraints and consequently the state variables. So, the dynamxc programming method is not -
suitable for problems contain large number of constraints, ‘

| Example 1. Solw;e the following pAroblem. using dynamic programming method :
Maximize z = y} + ; + 33, |
‘subject o Y+, + 3, <6, .
| , }l ), 6, where y,,y;-and y, are positiye integers.
Solition. Here we define two sets of state variables as follows:

'"J'x'*'yz;’*’)’s A "‘}’1;1'2)’3
"ss Vs=0+), L=tly;=y»
—Sz Y= ' "t2/)'2 yl

Clearly, the solutionis y,, i = l 2,3,4.
: For stage =1, stage formatlons will give followmg p0351ble valuesof s, and k.

& 5 L
1

1
2 2
3 3
4 4

Forj=2, 3 following table gives transformations
=T, (/’«"1) ;—1(1 y,)

~ Directorate of Distance Education 17
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(Sl-i’tl-i )

SO GG
(l ’ 2) : (Oa 1) ("', —) ' ("'a -
(2! 3) ‘ (1’-) (09 l) ) . (“""
(3,4 22 1,-) ©, 1)
(4’ 5) (3’ »"') . (2’ 'L') (1’ "')

In order to preserve the validity of constraints it is not necessary to consider s ;51 > 6. Since fractional and
negative integral values are not considered, so these are denoted by dash () in above table.

Stage 1.

F(SI"I)=.V|3
K S5 4 F(s)
1 1 1 1
2 2 2 3
3 3 3 27
[4] 4 4 1]
- Stage 2. ‘
 F(sph)= n}gx[y,’ +F (st )]
e S) 4 2 (sl’tl) »2 +F(s..4,) 5 t. F(s;,1,)
i T 1 1 2 2 1 2
2 2 8 9 3 2 9
3 3 27 28 4 3 28
4 4 64 65 5 4 65
2 1 1 1 9 3 2 -
2 2 8 16 4 4 16
3 3 27 - 3 5 6 35
3 1 1. 28 4 3 -
| 2 2 8 35 5 6 -
4 1 1 1 65 5 4 -

18 : » Directorate of Distance Education
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Stage 3. . -
F(sts) = max[ 33 + B (s5,)]
) 5 t,  E(spt) n+E(sh) s 5 F(syh)
[1] 2 1 2 3 3 1 3.
3 2 o 10 4 2 10
4 3 28 29 5 3 29
4 4 6 .- 17 5 4 17
5. 5 65 66 6 4. [6s]
.5 6 35 36 6 6 36
. 5 | : - : AIO | 2 2 ~
3 2 9 .17 5 4 =
4 3 28 - 36 6 6 -
3 2 1 ' 29 5 3 -
'_ 3 2 36 6 6 -
4?" 2 1 66* 6 4 66*

Now, proceeding in the backward direction, optimal decisions are
, (uyen)=(411) or (1,1,4) or (1,4,1).
Hence max F,(s;t;)= 66 for (83:6,)=(6.,4).

109.10. Application in Inventory Control -
We already studied inventory models for constant demand of an item. Ifmodels are considered in which
the demand is known exactly but d1ﬁ'erent in each period, the solution of such models become somewhat more

complxcated. Suchinvantory models may be easily solved by using the dynamxc programming teclnnqm

Example 1, A manis ez;gag_ed i buying and selling identicalitems. He operates from a warehouse that can hold
500 items. Each month he can sell any quantity that he ch-oses upto thc stock at the beginning of the month, Each .

Directorate of Distance Education ¥ ' 19
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month; he can buy as much as he wishes for delivery at the end of the month so long as his stock does not eXceeci ’

500 items. For the next four months, he has the following error-free forecasts of cost sales prices:

Month: i 1 2 3 4

Cost: c, 27 24 26 28

. SalePrice: P, 28 25 25 - 27

If he currently has a stock of 200 units, what quantities should he sell and buy in next four months? Find the
solution using dynamic programming, - |
Solution. We devoted first, second, third and fourth month as period 1,2, 3 and 4 respectively.
Let
x, =amount to be sold during the month i
y, =amount to be ordered during the month i
b, =stock level in the beginning of month i
p= sale price in the month i |
¢, =purchase price in the ith month, and
H=warehouse capacity. |
Let f, (,) be the maximum possible return when there-are n-months to precede and initial stock is 4,.
We consider i = 4 first and i =1 last,
Thus,
(&)= max[px, =c,,]
where b, 2x,0,~x,+y,<H.
Also, £, (b,)=max[ p,x, = c,y, + fort (B, =%+ ) )
For n=1,
£i(B)=max[px ~cy)

~ Obviously, ¥, =0,x, =,
Therefore, f; =(8) = p4 =27b and b =b, x4y,
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For,n=2, fi(b:)=max[px,—c,p + fi(by -5+ 2,)] |

where y, < H -b, +x, ' |
<500-b, +x,.

Therefore, /3 (6) = rqu[25bz ~ %, +500] .

= 26b,+ 500 [taking x, = 0 for maxirﬁmn]

and b =b,-x, 4y, .

For n=3,

f_,(b,)=1233([p3x,-—c,y,+fz(b,-x,+y3)] -

= max[ 25%, ~ 24y, +26(by - x,+3,)+500]

L D4

= max([26b, - x, +2y, +500] where y, <500-b, +x,

XM

= max| 265, - x, +2(500~ b, +x,) + 500
- =max[24b, +3,+1500]

- =25b, +1500 [since b, 2 x,, therefore b, = x, for maximum]
But, b&,=b-x+y,
Now, taking n=4,
fa (b4) =.I_232{[p4x4 -yt /s (b4 - X +y4)]

XS

= max[28x, - 27y, +25(b, ~x, + ;) +1500]

= max[25b, +3x, - 2y, +1500]

X308
= 25b, +3b, +1500 [since y, =0, x, = b, formaximum]
=28b, +1500. |
Itisgiventhat b, =200,
“Therefore, - b, =200-200+0=0
b, =0-0+500= 500
B =500-0~0=500
%, =200y, =0
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%, =0,y =500
x,=0,y,=0
X =500,y,: =0, |
Mﬂlemquimdsolmiqn'isgivenbeiOW:
Math: 1 2. 3 4
Puchas: 0 500 0 0
Sales: 700 0 500 500

Maximum possible return = 28 x 200+ 1500 = 7100,

109.11: Application in Linear Programming Problem

The geaceal lincerprogramming problemis
Ma)nmlzezzc,x‘+c,x,+ 40X,
- subjectto

a,,;:, +a,zxz.+....+.a,,‘x! Sb, fo
B X, + A5y Xy + oot By, X, S by

X, +8pyXy + ot @, %, SB,
. xl 2 o,xz 2 o’aon-’x" ->-.00

‘-'Leteacha'ctxvxty,J( 1, 2 ,n)beastage 'l'helevelofactivty, x,(z 0) represents deelslonvaum,x»..

'atstagej Since x, mwnnnmus,eachstageposswwmmﬁmtcmnnberofaltemahvwwxﬁnnﬂwfeasnblewg:h, '

Smoeﬂxehwarprogmmmmgproblemlsanallocauonproblem,statwmaybedeﬁmdastheamoum. ;
'resourcmobeauocatedtomecmmmgeandsuceedmg stages. This will resultin a backward functic.:
. (tecmswe) equauon. Smee there are m résources, states, must be rcpmenwd by m—dnncnsnonal vector.

22 , : ' " Directorate ofD;’.stance Educaiic:.



... Advanced Optimization and Operations Research-II

amounts of resources 1, 2, 3, ....., m, respectively, allocated to stage 7, j+1, ..., n. Using backward recursive
equation, let f, {8, By ;sves B ) be the optimum value of the obj ective function for stages, j+1, ..... for given

states £, ,,ﬁ,}.,..'..., B,
Io B Bogrcos ) = 08, o] |
i=1,2, ..,m. :
f {ﬁlw‘?z/" ..... By )= Jax [c,.xj + S (B =% 00 By -—q,,,jx,,)]
(i=12,..m) e
forj=1,2,3, on—1.
Thus, arecurswe equation is obtained and can be used to solve the linear programmmg problem by the
dynamic programming approach.
Example 1. Solvethc fol lowing linear programming pmblem by dynamic programming method,
Maximize z =2x, + sz
| subject to .
2x, +x, S 43
2, <46
X, %, 20.

Solution. Since there are two resources, the state of equivalent dynanuc programmmg problem can bedescribed

by two variables only.
Let (u n7 )dcscribe state/ (=1, 2). Thus,
Joluy, )= max {sz.] |
’ 0<x, Su,
0=2x, 5w,

-

Since x, <min(u,,v,/2) and f, (%, /given uz,vg)thcn
1 (4., ) = max f, (x, !glvenuvvz) Smin(y,,v,/2)

and  x; =min(s,,v,/ 2)
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Now, f; (%)= max [2x, + £, (4 - 2%,%,~0)]
0<2x, sy '
0<0x, <y,

max  [2x+5min(y -2x,%/2)]
0<2x <y
[by definition of /]
Since this is the last stage, then u;, = 43,v, = 46.
Thus, x, <#,/2=21.5 -
and f;(x,/given u,v)= f,(x /given u, =43, = 46)
| © =2x +5min(43-2x,46/2)
5(23),for0< x, <10
=2x +
5(43-2x,)for10<x, <21.5
_[2x,+15,05x,<10
" -8x,+215,10<x, <215 .

Hence for givenrange of x,, ‘
(0,%) = £ (43,46) = max (2x; +115,-8x, +215)
=max[2x10+115,-8x10+215]
=135
which isachieved at x, =10.
To.obtain x;, it is observed that
Uy =u-2x, =43-20=23,v, =v,-0=46
and %} = min(u,,v, /2) = min(23,46/2) = 23.
Thus, the optimal solution is given by
' =135,x, =10,x, =23, |
Note: This example shows that the dynamic pmgt'atrnning‘method to solve linear programming problem is much
complicated than simplex method. | | -
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Example 2. Use dynamic programming method to solve the L.P.P.
Maximize z = x, +9x,
subject to
2% +x, 525,
x, <11
X%, 20.
Solution, The i)roblem has two resources and two decision variables. The states of the equivalent dynamic
programming are B, and B,; forj=1,2. Thus, |
o f2(B2s By ) = max{9x,}
where maximum is takenover 0 <x, <25 and 0< x, <11.
That s,
S2(Bras Brp) = 9max {x,}
=9max {25,11}. )
Since the maximum of x, satisfying the conditions of x, < 25 and x, <11 isthe minimum of 25and 11.
Therefore, x, =11,
Now, fi(B1:82)= max{xl + 15 (B —2x, 8y ”O)}

where maximum is takenover 0 < x, <25/2.
Atthis last stage, substitute the valuesof £, =25 and 5, =11.

Therefore, £,(25,11) = max {x, +9min(25-2x,11)}.

11, for0<x, <7

in(25~2x,11) = A
Now, min(25~2x,11) {25-—2x‘,for75x,525/2.

Thcrefore, X, + 9min(25 -2x,1 1) = {;’2;29152:.’?;: ' ssx? <25/2. ‘
Since the maximum of both x, +99 and 225-17x, occursat x, = 7, therefore
£1(25,11)=7+9min(11,11)
=106 at x; =7

% =min(25-2x,11) = min(11,11) =11,
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Dynamic Programming

Hence the optimal solution is

x =7,%, =11 and max z = 106.

109.12. Module Summary

In this module, we have introduced a‘very powerful mathematical technique~dynamic programming method
which is used to solve different kinds of optimization problems. Using this method we have solve different types of
optimization problems containing one or more constraints. This method is also usedto solve problems in inventory
" control and also linear programming problems. The module is ended by an exerciég and references. |

109.13. Self Assessment Qu&stions

1. Statethe ‘Principle of optimality’ in dynamic programnungand give amathematical formulation ofa dynamic

programming problem.

2.
3.

26

State Bellman’s principle of optimality in dynamic programming. -
Use Bellman’s principle of optimality to solve the following problem:
Maximize z = x,x,x;....X,
subject to X+ X+ Xy b X, =C

‘ Xp5 Xy s Xyseenis X, 2°0.
Obtain the functional eqﬁation for maximizing

z=g(x)+ & (%) + - +8.()

subjectto x, + X, +......+ X, =¢

x,ZO,j=I,2,3,....,n.

. Find the minimum value of x, + x, +....+X,, when x,.x,x;...x, =d, X, %,,%;....,%, 2 0.

Use the principle of optimality to solve the problem
N
Minimize 2= ), ¢
=l
subjectto x,x,x;...x, =7, |
 x21i=12,..,N,

where r 21 and a > 0 are given fined numbers.

Directorate of Distance Education
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7. Find the maximum value of
z=x] +2x] +4x,
subject to X +2x,+x, <8
X5 Xy, %5 2 0.
8. Find the maximum value of
=—x? =2x) +3x, +x,
- subject to the conditions
_ X +x,+ % SLx,x,x 20, .
9. Use method of dynamic programming to minimize
' ul +ul +ul o
subjectto v, +u, +u, 210,u,,u,,u, 20,
10.  Solvethe following linear programming problems using dynamig programming method.
(@  Maximize z =8x, +7x, o -
subject to 2x, +x, < 8,5x, +2x, <15,x,,x, 2 0.
o) 'Maximizcz=3x‘ +5x,
subject to the constraints
X, $4,%, £6,3x, +2x, $18,%,x, 2 0.
© Max z=3x+x |

subjectto 2x, +x, <6,x, S 2,x, S 4,x,x, 20.

109.14. Suggésted Further Readings
1. S.D.Sharma, Operations Research, Kedar Nath Ram Nath & Co.

JK. Shanna, Operations Research, Macmillan.

G Hadley, Non-Linear and Dynarnic Programming, Addison-Wesley, Reading Mass.
- G Nembauser, Introduction to Dynamic Programming, Wiley, New York.

K. Swarup, P.X. Gupta and M. Mohan. Operations Research, Sultan Chand.

voR W
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M.Sc. Course
in
Applied Mathematics with Oceanology
| and |
Computer Programming
| . PART-II | |
Paper-VI ; : _ Group-B

Module No. - 110

OPTIMAL CONTROL

Structure :
1. Introduction : Most mathematical models in physical science, mechanics or economics can be characterised

by a set of functions X, (t) » Xy (1), s M, ( 2‘) which satisfy a set of first order differentical equations of the form

dei oo |
..d_t_-_-ﬁ(x‘._,xg.;.,xn;ul,uz,...,un;t) _ : )

Where fiisa function of x;, X,,..., X,,i%,4y,...,un and . The variables u,,u,,...,un are called the control
vanables and X,,X,,...,Xn are calieci state variables. | |

- Optimal control deals with the problem of finding a control law for such a given system of differential equations
describing he paths of the control _vanables that minimizes a cost functional which is a function of the state variables
and control variableé. v |

Foraconstrained set of equations, there will be some oundary conditons. If to <¢<?, is the time interval under
consideration, then x’s are normally specified at t=10 i.e., x (t0) are given for i = 1, 2, ..., n. Thus for u; j =1,2,

., n, the above set of equations (1) determines x#°s uniquely. Normal control problcm is to choose the controls

ul »Uz,..., un 50 that the system moves from its unitial state {x, (0),x,(0),...,x (0)} to some prescribed state

at¢—¢,. Ifthis can be achieved, we say that the system is controllable.
Ifthere exist more than one set of controls which control the system, then our problems is to find the set of

controls which control the system in the best way, i.¢., we must minimize or maximize the functional of the form

J =‘f F (X, %00y X, 4y, Uy 5 ) A
(]
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We oxgaxiizé this module into the following sections :

2..... Performance Indices

3. Calculus of variations

B B Costﬁnxcuonalmvolwngsevealdepemanvanabl&s
+ 32 Optimization withconstraints -

4. Optmalcontol
© 4.1 BangBang control
5. Poutryagin's Maximum Principle
. T Exemse .
8. Referenow

2. Performance indices :In modem control theory the optimal control problem isto finda control which canises
ﬂwdynamxcal system to reach a target or follow a state variable (ortrajectoxy) and at the same time: extremnze a
perfonnance index which may take several forms as described below. - '

® performance index for ume-opt:mal control system o
L :Here wetrytotransferasystemﬁomanarbmarynuualstatexoatUmet toaspecnﬁedﬁnalstatex

atumet‘ mmmumnnt:me
.The corrwpondmg pexformancc mdexxs J Ed = t, to = t (say)

(i) ‘Pe:formancemdexforﬁxelopnmalconu'olsystcm
. Consnderaspacecratproblem Iztzc(t)bemeﬂxnstofamcketenglneandasmethatﬂwamyuaxde
. Iu(t)lofﬂmﬂnustmmpommmlmﬂwmmofﬁxlcomumpuMMOrdammmunmﬂwwmlexmm
of fuel, we may: formulatetheperformancemdexas :

J= [ oY

For several controls, we may write it a
J= f im]ﬁ(:)}d:, where Ris a weighting function.
= ' ’ : '

@ performamemdexformmnnmnenergyeonnolmtem :
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) m
Consider ui (f) as the current in the ith loop of an electric network then Z ui’ (t) (Where, ri is the
i=1

resistance of the i-th loop) is the total power or total rate of energy expenditure of the network, then for minimization

of the total expended energy, we have a perfonnance criterionas .J = f Z ui’ (t)rdt
i=2

or,ingeneral J = f’ u'(t)Ru(t)dt
Where R is a positive definite matrix and prime (‘) denotes the transpose.
Similarly, we can think of minimization of the integral of the squared errorofa tracking system. We then have
I = [x()Q(x)at,
(] ‘ .

Where x (1) is the desired value, x, () is the actually obtained value and x(t) = x, (1)-x,(1), isthe
error. Here, Q is a weighting matrix which can be positive semi-difinite.

(iv) performance index for terminal control system : In a terminal target problem we are interested in
minimizing the error between the desired target position x, (ti ) and the actual tafget position xa)ti) and theend of

the manever or at the final time #i. The terminal (final) érroris x(1) = uxa(t) - xd (/). Taking care of positive

- and negative values or error and weghting factors, we construct the cost functinas J = x' (t, vV x(t, )

Which is also called the terminal cost function. Here Vis positive semi definite matrix.

(v) performance index for general optimal control systems “Combining the above formulations, we have a

performance index in general form as

J=x'(4)x(t)+ g[x'(t)Qx)t)+u’(t)Ru(t)]dt | V)]

U= G(x(t).t [f (x(1),u(t).)ar

Where R is a positive definite materix, and Q and ¥ are positive semi-definite matrices, respectively. Note
that the matrics Q and R may be time varying. The partxcular form of performance index gwen by equation (2) is
called a quadratic (in terms of states and controls) form.
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The problems arising in optimal controls are classified based on the structure of the performance indexJ. f
the perfonnanee index (PI) contains the terminal cost function G(x(?),...u(f), £) only, it is called the Mayer problem
ifthe PThas only the integrl cost term, itis called the lagrage problem and the problem is of the Bolaz type if the PI
contains both the terminal cost term and the integral cost terms. : v

However, in thxs coure module, weintend to study the oontrol problems of Lagrange type only.

Itis also to be noted that the performance indices are sometimes referred to as payoff functxonals.

3. . Calculus of variations : To optimize a quantity which appears as an integral; we ﬁsefth’e‘calcﬁlus of
variations. In other words, calculus of vauatlon can be apphed to obtain the necessary coudmon for a quantlty

appearing as an integral has either aminimum or a maximum value, ie. stanonaxy value.

Let us consider the simplest integral,
) dx '

J=| F(x,x,t)dt,wherex = — . .
f (x,%,¢)dt, where x = . )

Here, F'is a known function of x, m. and ¢, but the function x(¢) is unknown. The problem is to find a path
x= x(t) t0 S t Stl which opnmlzetheﬁmctlonalJ : e

The value of Jis different along different paths connecting
the points P(x0, 10) and Q (x1, ¢1 ) We have to choose the
path of integration x(#) such that J has stationary value. We
consider two paths out of infinite number of possible paths.
The difference between the values of x for thee two paths for
a given value of , is the variation of x, which is denoted by
&x and may be described by introducing a new function
1(f) and e to describe the arbitrary deformation of the path

and the magnitude of variation respectively.

“The function 1)(# ) must satisfy the following two conditions

() Al varied paths must pass through the fixed points P& Q, i.e. 1i(t0) = n(#) =0
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@ n(7) mustbedifferentiable.
* Let PRQ be the optimum path, i.e., Jis optimum along PRQ and let it be given by x = x" (7). Alsoleta
varied pathis given by x = x"(r) + 8x = x"(¢) + h(1).£.

Thus the value of Jon PR’ Qs J = f’F(x' ()+n(t)e,*° (t)s,t)dt where () = %
Hence, fora given 1 (t) ,Jis a function of € only.
Therefore, J(E) = 1:' F(x' (1)+ n(‘t)e‘,x' (1)+n o(t)e,t)dt

dJ (g) o

The condition for extremum of J(g) is e

| Also from the figure, it is clear thét./(e) will be optimum whére €=0

ar(e) _,

Thus the necessary condition for optimization of Jis e

Also from the figure, it is clear tlm{,](é) will be otpimum where £=o.

dJ(e)

€

Thus the necessary condition for optimization of Jis =0 fore=o.

f( (t)+ (t)+-8f- o)dt
= [{E( () +n()es" () +i(r)ee) (o)
+F, (x* (r)+n(0)e, % (£)+0()e1)- 0 ()

. dJ ‘
Since T =0 fore =0, therefore,
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13. - PROJECT TIME-COST TRADE OFF

In this section, the cost of resources consumed by activities are taken into consideration. The project completion
time can be reduced (crshing) by reducing the normal completion time of critical activities. The reduction in normal
 time of completion will increase the total budget of the project. However, the decision-maker will always look for

trade off between the total cost of the project and the total time required to complete it.
Project cost
Inorderto include the cost aspect in project scheduling we have to find out the cost duration relationships for
various activities in the project. The total cost of any project comprises direct and indirect costs.
Direct Cost
This cost s directly dependent upon the amount of resources in the execution of individual activiteis such as
“manpower loading, material consumed etc. The direct cost increases if the activity duration is to be reduced.
Indirect Cost

This cost is associated with expenditures which can not be allocated to invidiual activities of the project. This
cost may include managerial services, loss of revenue, fixed overheads etc. The indirect cost is computed oon per

day, per week or per month basis. This cost decreases if the activity duration is to be reduced.

The network diagram can be used to identify the activities whose duration should be shortened so that the
completion time of the project can be shortened in the most economic manner. The process of reducing the activity

duration by putting on extra effort is called crashing the activity.

The crash time () represents the minimum activity duration time that is possible and any attempts to further
crash would only raise the activity cost without reducing the time. The activity cost corresponding to the crash time

is called the crash cost (C,) which s the minimum direct cost required to achieve the crash performance time.

The normal cost (C,) is equal to the absolute minimum of the direct cost required to perform an activity. The

corresponding time duration taken by an activity is known as the normal time ( T).
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12. DIFFERENCE BETWEEN PERTAND CPM

...........

Project Management PEKT and CPM

PERT-

1. The technique was deVelopéd in connection
with R & D (Research & Development)
works, therefore it had to scope with fhe
uncertainty which is associated withR & D
activities. In this cae, the total project
duration is regarded as a random variable.
As aresult, multiple time estimates are made
to calculate the probability of completing
the project within the schedule time.

Therefore, it is a probabilistic model.

 resource requirement and duration is known

CPM
This technique was developed in connection
with a construction and maintenance project

which consists of routine tasks or jobs whose

with certainty. Therefore, it is basically a

deterministic model.

2. Ttisused for projects involving activities of

non-repetitive nature,

It is used for projects involving activities of

repetitive nature.

3. - Itiseventoriented technique because
the results of analysis are expressed in
terms of events or distinct points in time

indicative of progress.

It is actively oriented technique as the results
of calculations are considered in terms of

activities.

4.  Itincorporates statistical analysis and
there by enables the determination of
probabilities concerning the time by
which each activity a}nd the enti>re

project would be cbmpleted.

It does not incorporate statistical analysis
in determining the estimates because time

is precise and known.

It serves a useful control device as it

y:

assists the management in controlling a
project by calling attention through
constant review to such delays in
activities which might lead to adelay in

the project completion date.

It is difficult to use this technique as a
controlling device for the simple reason that
one must repeat the entire evaluation of the
project each time the changes introduced

into the network.

Direcrorate of Distance Education
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@) Now, the probability that the project will be completed at least 4 weeks earlier than expected is given by

(17 4)-17 _4

p(Z< D) where D= 3 — =-1.33 (approx.)

p(Z<133)
=-0.5-P(0<Z <133)

=0.5 —-(p(l .33) .
=0.5-0.4082 tFrom the table of area under standard normal curve)

=0.0918

(i) Again, the probability that the project will be completed not more than 4 weeks later than expected the
probabxhty that the project will be completed within 17 +4 i.e., within 21 weeks

21-17 4

p(Z < D) where D = =3= -1.33 (approx.)

= p(Z<1.33)
=0.5+¢(1.33) = 0.5+0.4082 = 0.9082

‘ 19 17 2
@® When the due date is 19 weeks, L) = —-—-g-—- = 3 =0. 67

Then the probability of meeting the due date is given by
P(Z<0.67)=0.5+(0.67)=0.5+0.251410.7514
(g) Sincethe probability for the completion of the project is 0.90,

I, and 7, bethe schedule time

P(Z < D) =0.90 where D = D,
c

As p(Z <1.29)=0.90

' T,-17 L | e :
.. D =1.29 whichimplies 3 =129 e, T, =17+3x1.29ie. T, = 20.87
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(b) KForward pass calculatons

Let £, be the earliest occurence time of event /.
SctE =0 v

By= B +1,=0+2=2
E=E+¢t,=0+4=4

E=E +t,=0+3=3

Project Management PERT and CPM

E,=max{E +1;} = max{E, + 1, E, +1,/} =max {2+ 1,4 + 6} = 10

=23

=45

E, =max{E, +1,} = max {E, +1,, E; +1;,} =max {3+5,10+7} =17

Backward pass calculations

(d)

(€)

L=l 1, =T

Let L be the latest occurrence time of event/
Setl,-E =17
=L~ = 1T-7=1

o

A
H

1

[0

Ly=L,~1,=10-6=4

Ly=L~t,,=10-1=9

2 §

L, = min {L/. ~t,j} =min{L, —t,,L, 1,1,

J=234
From the above calculations, it is seen that

E =L E=L.E=L.E =L

~t,}=min{9-2,4-4,12-3}=0

Hence the critical events are 1, 3, 5, 6 and the critical pathis | -3 - 6- - 6. Also, the expected project length -

=FE, =L =17 weeks.

Variance of the project length is given by
ol=1+4+4=9,0r,0=3

The standard normal deviate is given by

_ schedule time -expected_timc effect impletion

D=
\/ variance or sttandard deviation

Directorate of Distance Education
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Solution ;

(@)

_ - Fig. 13
(a)  Theexpected time and variance of each activity is comfmted and displayed in the following table. .
. fh+4t, +1, . (=Y

Activity t -t , l, = T © *( 6 J
-2 N 2 y 1
1-3 1 4 7 4 1
1-4 2 2 8 3 : 1
2-5 1 1 1 | 1 0
"3-5. 2 5 14 6 4
4-6 | 2 5 8 5 1
5-6 3 6 15 7 4

E/) = 20
ok=
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The values of the probabilities fora normal distribution curve corresponding to the different values of normal

deviate are available from the table of standard normal curve.

Example3

A small project is composed of seven activities whose time estimates (in weeks) are listed in the following

table:
Activity | 1-2 1-3 1-4 2-5 3-5 4-6 5-6
t 1 ! 2 1 2 2 3
N 1 4 2 1 5 5 6
l, 7 7 8 1 14 8 15
(@ Draw the project network.
(b)  Find the expected duration and variance of each activity.
(¢) Calculate the earliest and latest occurrence time for each event and the expected project length.
(d) Calculate _the variance and standard deviation of project Iength. ' |
(¢) Whatis the probability that the project will be completed?
| (i)  Atleast 4 weeks earlier than expected?
(i) Not more than 4 weeks later than expected?
() Ifthe project due date is 19 weeks, what is the probability of meeting the due date?
(®) Findalso the schedule time on which the project will be completed witha probability 0.90.

Directorate of Distance Education
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A C

Probabitity density function

> Project duration
~

Fig.-12

The probability of completing a project in time T is given by

(T ) _ Area under ACS
PA%s Area urider ACB

The p(T,) depends upon the location of 7', Taking T, as reference point the distance 7' - T, can be

expressed in terms of standard deviation for a network is calculated as

Standard deviation for a network = o, = \/sum of the variances along the critical path

. ' 2
‘ ro—t
* . — 2 2 o s , 2\ P 0
i.e., d for a network = 1/ E o, where oy for an activity (z - j) -[ 5 J

Since the standard deviation for a standard normal curve is unity, the standard deviation o, calculated

above is used as scale factor for calculation the normal deviate.

190

T -T

S

The normal deviation D =
o

€

Hence the probability of completing the project by scheduling time (7)) is given by

L3

, .
P(Z < D) where D = - and Zis the standard normal variate.

o)

e
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Let us recall that the expected time of an activity is the weighted average of three time estimates £, £ and 1, ,
ie.t, =(t, +4t,+1,)/6

The probability that the activity (i —/) will be completed in time £, i 0.5 i.e., the chance of completion of that
activity is 50%. In the frequency distribution curve, for the activity (i, /) the vertlcal line through ¢, will divide the

area under the curve in two equal parts as shown in the following figure.

- E
: T |
= 1
& /\
o] )
b= . { '
& : 1
.g ' E 1 K.
& \ '
= | ) )
3 L
) )
£ - o B | |
) i —>>  Activity duration

Fig.-11

For completing the activity in any other time ¢ , the probability will be

_ Area under AEK
Area under AEB

Aproject consists of a number of activities. All activities as we know are independent random variables and
hence the length of the project upto a certain event through a certain path is also a random variable. But thé point
of different is that expected project length .Te does not have the same prébability distribution as the expected
activity time ¢, While a Beta distribution curve approximately represents the activity time probability distribution, |
the project expected time Te follows approximately a standard normal distribution. This standard normal distribution
curve has an area equal to unity and standard deviation 1 and is symmetrical about the mean as follows: |

Directorate of Distance Education 189



Project Management PERT Gnd CPM .................cocoeiveooueosoeeoes oo

The range speciﬁed by the optimistic time (z,) and pessimistic time ) estimates Supposedly must close
every possnble estimate of duration of the activity. The most likely tlme ) estlmate may not comcnde with the mld

: pomt mid = (to +t )/ 2 and. may occur to its left or right as shown in Flg 10..

1
!
t
'
t
!
i

]
i,
[
i
1

li] tx’. lu. - ll) t“ l,n tmid lp ‘ ) 't() '

Fig. 10

Keeping in view of the above mentioned properties, it may be justified to assume that the auration of each

K
L d
©

activity may follow Beta (B) distribution with its unimodal point occurring at 1, and itsend point at # and L
The expected or mean value of an activity duration can be approximated by a linear combination of three

time estlmates or by the weighted average of three time estimates ¢, 1, and? ,i.e., 1, = ( f+ 4t +i )/ 6

Agav i, to determine the activity duratlon variance in PERT, the unimodal property of B distribution is used.
However, in PERT, the standard deviation is expressed as ' '

' ' : 2
1 L, (-t
"ng(tp"to) ot, variance G’ =( ”6 0]

It is noted that in PERT analysis, Beta distribution is assumed because it is ummodal has non-negatlve end

points and is approximately symmetric.

Probability of meeting the schedule time

After 1dent1fymg the critical path and the occurrence time of all activities, there arisesa quetxon -whatisthe
probability that a particular event will occur on or before the schedule data? Thxs par’ncular event may be any event -
- in the network.
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2,5)
(3,4)
3.7
(4,5)
4,6)
(5.6)
(5, 7)
67

19 | 20 | 39 38 | 57 | 18 0 0
16 | 23 | 39 23 | 39 0 0 o | 6,4
2 | 23| a7 | &3 | 67 | 20 20 20

0 39 | 39 571 57 | 18 0 0

18 39 | 57 39 57 0 0 0 (4,6)
0 39 | 39 | 57| 57| 18 18 0

4 39 | 43 63 | 67 | 24 24 46

| 57|67 | 57| 6| 0 0 0 6,7)

From the aboe table it is clear that the critical activities (zero total float) are (1, 3), (3, 4), (4, 6) and (6, 7).
hence the critical path is 1 — 3 - 4 — 6 — 7 and the duration of the project is 67 time limits (as £, = L, = 67).

11. PERT ANALYSIS

Time estimates

Itis difficult to estimate time required for the execution of each activity or because of various uncertainties.

Taking the uncertainties into account, three types of time estimates are generally obtained.

The PERT system is based on these three time estimates of the performance time of an activity.

@

(if)

(i)

Directorate of Distance Education

Optimistic time (t,) : This is the estimate of the shortest possible time in which an activity can be
completed under ideal conditions.

Pessimistic time (¢ ) : This is the maximum time which is required to perform the activity under
extremely bad conditions. However such conditions do not include labour strike or acts of nature (like
flood, earthquake, tornado etc.)

Most - likely time (¢,) : This is the estimate of the normal time in which an activity would take. This
time estimate lies between the optimistic and pessimistic time estimates. Statistically, it is the modal

value of duration of the activity.
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Atnode5: E, = xgg{E,. +ts} =max {E, +1,,E, +1,;} = max{20+19,39 + 0} =39

Atnode6: E, = IB?;({E, +1,} = max {E, +1,,,E, +15} = max {39 +18,39+0} = 57
Atnode7: |
E, =max{E, +1,} = max {E, + t;,, E; +1;,, E, +1,,) - max{23+24,39+4,57-+10}=67

. i=3,5,6

Backward Pass calculations
Atnode 7 : Set L,=E =67
Atnode6:L;=L —t,=67-10=57

j=6,7

AtnodeS: Ly = min{E, +£,,} = min {L, ~ts..t, - t;,} = min {57 - 0,67 — 4} = 57

J

Atvnode4 Pl = rjx:sug {L. —t4j} =min{L;—t,, Lo ~t,} = min {57-0,57 <18} =39

Atnode3: Ly =min{L, -1, } =min{L, ~t,,,L, ~1,,} = min {39 16,67 - 24} = 23

J=4,7

 Atnode2: Ly =L ~1,,=57-19=38

JAtnode 1: [, "':.fgisr.l‘:{Ef —typ=min{l, —ty, L —ty, L~}

=min{38-20,23~23,39-8} =0

To find the critical activities and different floats, we construct the following table.

Earliest time Latest time Float

Activity | Duration of { Start | Finish Start | Finish | Total Free |Independent { Critical

1 activity (£) (E+t) (Lj—z_[i) (L) |L-E-~t, E-E-t, E-L-t, | Activity

s

(1,2) 20 0 20 18 38 18 0 0
(1,3) 23 0 23 0 | 23 0 0 0 (1,3)
1,4 8 . 0 8 31 39 31 31 31
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(i)  Ifthe project has to be shortened, then some of the activities on that path must be shortened. The application
“of additional resources on other activities will not give the desired results unless that critical path is shortened
fiest,

(i) The variation in actual performance from the expected activity duration time will be completely reflected in

one-to-one fashion in the anticipated completion of the whole project.
Example 2

Determine the critical path, minimum time of completion of the project whose network diagram is shown
below. Find also the different floats.

cm)

Solution :

Forward Pass Calculations

Atnode [ :SetE =0
Atnode2:E,=E +1,=0+20=20
Atnode3:E =E +1,=0+23=23

Atnode4: E, = n}fi;({E,. +t,,} =max{E, +#t,,E, +1,} = max{0+8,23+16} =39
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Independent float

In some cases, the delay in the completiqn of an activity neither affects its predecessor nor the successor
activities. This amount of delay is called independent float. Mathematically, independent of an activity (i, /) denoted
by IF,, is computed by the formula.

IF,=E,~L -t |

The negative independent float is always taken as zero.
Event slack or Event float |

The slack of an event is the difference between its latest time and its earliest time. Hence for an event i,

Slack=L =E, |

Critical Event : An event s said to be critical ifits slack s zero ie. L =E fori-thevent.

Critical activity : An activity is critical ifits total float is zero i.e. LS, - ES,j or, LF, =EF, foranactivity (i,
5

Otherm’se, an activity is called non-critiéal.
10.4 Critical Path

The continuous chain or sequence of critical activities in a network diagram path in the network from starting

event to ending event and is shown by a dark line or double lines to make distinction from other non-critical path.

- Thelength of the critical path is the sum of the individual times of all critical activities lying on it and defines the
minimum time required to complete the project.

The critical path on a network diagram can be identified as

()  Forall activities (7,7) lying on the critical path, the E-values and L-values for tail and head events are
equalie E =L andE =L,

(#)  On the critical path, E; ~-E = Lj -L- !

Main features of the critical path

The critical path has two main features :

184 Directorate of Distance Education



B P R T R R R R R R R R

Project Management PERT and CPM

10.3 Determination of floats and slack times

When the network is éompletely drawn, properly labeled, earliest and latest event times are computed and

then the next object is to determine the floats of each activity and slack and slack time of each event.

The float of an activity is the amount of time by which it is possible to delay its completion time without
affecting the total project completion time. There are three types of activity floats :

G) Totalfloat ' |

(i) Freefloat.

(iiy Independent float
Total float

The total float of an activity of an activity represents the amount of time by which an activity can be delayed

without delay in the project completion time.

Mathematically. the total float of an activity (i, ) is the difference between the latest start time and earliest
start time of that activity (or the different between the earliest finish time and latest finish time). Hence the total float '
_ foranactivity (4, /) is denoted by 7F, and is computed by the formula.

TF, = LS, - ES, or, TF, = LF, ~ EF, or, TF, = L,~(E, +1,)asL, = LR, and EF, = E, +1,

Free float

Sometimes, it may be needed to know how much an activity’s completion time may be delayed without
causing any delay in its immediale successor activities. This amount of float is called frec float. Mathematically, the

free float for an activity (i, /) is denoted by EF, and is computed by
EF,=E -E -1,
As  TFy=L-Et,and L, 2 E,
o TF,2E,~E ~t ie,TF; 2 FF,
Hence for all activities, free float can take values from zero upto total float but it does not exceed total float.

Again, free float is very useful for rescheduling the activities with minimum disruption of earlier plans.
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Step-4

Step - 5

Go to next event (node), say eventj (7> i) and compute the earliest occurrence time for

event. This is the maximum of the earliest finishing times of all activities ending into that

eventie., £, = Max {EF;} = Max { E + t,-,-} for all immediate predecessor activities.

If i= n (final event number), then the earliest finishing time for the project is given by

E = A/flak { EF,J.} = M‘ax {E, + t,.j} forall terminal activities,

10.2 Backward pass calculations method

In this method, calculations begin from the terminal event, proceed through the events in a decreasing order

of evenf‘pumlﬁ‘exs and end at the initial event of the network. At each node (event), the latest starting and finishing

times are"-calculated for each activity. The method may be summarized as follows :

Step-1 -

Step - 2

Step - 3

Step -4

Step - 5

182

Setl,=E,j=n

Calculate the latest finishing time LF, for each activity thatends atevent;i.e., LF =L for
all activities (i, ) that end at node .

Calculate the latest starting time LS, of each activity that ends at event j by subtracting the

duration of each activity from the latest finishing time of the activitiy. Thus
LS, -t, =L, -1,

Proceed backward to the node in the sequence that decrease / by 1. Also compute the
latest occurrence time of node i(7 <;). This is the minimum of the latest starting times of all

activitieis starting from thatevent i.e.

L, = Min { LS, } = Min {L I } forall immé&iate successor activities.
. ¢ J

Ifi=1 (initial node), then

. Mln{LSj} = Min{L, ~t,} foralinital activiies
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" Notations

The following notations are used in this analysis.

E = Earliest occurrence time of event i i.e., it is the earliest time at which the event / can occur without
affecting the total project duration.
| L =Latest allowable occurrence time of event 7. Itis the latest allowable time at which an event can occﬁr
without affecting the total project duration,

t = Duration of activity (i,))

ES, = Earliest starting time of activity (i, )

LS, = Earliest starting time of activity (i, /)

EF,= Earliest finishing time of activity (7, )

LF, = Latest finishing time of activity (i,/)

The critical path calculations are done in the following two ways :
(a) Forward pass calculations method.

(b) Backward pass calculations method.

10.1 Forward pass calcuiations method

In this method, caclculation begins from the initial event, proceed through the events in an increasing order of
event numbers and end at the final event of the network. At each node (event), the earliest starting and finishing

times are calculated for each activity. The method may be summarized as follows:
Step - 1 : SetE, =0,i=1

Step - 2 :  Calculate the earliest starting time £S, for each activity that begins ateventii.e., £S,= E
for all activities (i, /) that start at node i

Step -3 : Calculate the earliest finishing time EF), of each activity that begins at event i by.adding the
carliest starting time of the activity with the duration of the activity. Thus EF, AR
E +1,
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Example1

Construct a network of a project whose activities and their precedence relationships are given below. Then

number the events
Activity A |B C D E F G H |I
Immediate . | . A A - D B,CE | F D G,H
Predecessor

Fig. 8

10. CRITICALPATH ANALYSIS
Once the network of a project is constructed the time analysis of the network becomes essential for planning
various activities of the project. The main objective of the time analy51s 1s to prepare a planning schedule of the

project. The planning schedule should include the following factors :

(i)  Total completion time for the project.
()  Earliest time when each activity can start.
(i) Latest time when each activity can be started without delaying the total project,

(v) Float for each activity i.e., the duration of time by which the completlon of an activity can be delayed

without delaying the total prO_]CCt completxon

(v) Identification of critical act|v1t1c’s and critical path.
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Each activity is represented by one and only one arrow.

Crossing an arrow and curved arrows should be avoided, only strai ght arrows are to be used.

Each acﬁvity must be identified by its starting and ending node.

No event can occur until every activity preceding it has been completed.

An event cannot occur twice i.€., there must be no loops.

Anactivity succeedihg an event can not be started until that event has occurred.

Events are numbered to identify an activity uﬁiqﬁely. The number of tail event (starting event) should be
lower than that of the head (ending) event of an activity.

Between any pair of nodes (event), there should be one and only one activity. However, more than one
activity may emanate from a node or terminate to a node. o
Dummy activities should be introduced if it is extremely necessary.

The network has only one entry point called the starting event and one point of emergence called the

end orterminal event.

8. NUMBERING THE EVENTS

After the network is drawn in a logical sequence every event is assigned a number. The number sequence

must be such so as to reflect the flow of the network. In numbering the events. Fulkerson’s (D. R. Fulkerson) rules

are used : These rules are as follows:

)
(i)
(iid)

()
)

()
(vit)

Event number should be unique.

- Event numbering should be carried out on a sequential basis from left to right.

Aninitial event is one which has all outgoing arrows with no incoming arrow. In any network, there will
be one such event. Number it as 1.

Delete all arrows emerging from event 1. This will create at least one more initial event.

Numb¢r these initial events as 2,3,.....etc.

Delete all emerging arrows from these numbered events which will create new initial events.

Repeat steps (v) and (vi) until the last event is obtained which has no arrows emerging from it. Number

the last event,
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Fig. 6

Dangling _
Todisconnect an éctivity before the completion of all the activitis in a network diagram is known as dangling.

It should be avoided. In that case, a dummy activity is introduced in order to maintain the continuity of the syStem

(See Fig. 6).
Ay ‘“ 9@/%‘“’)0
- :
- ;
! _ :
Fig. 7
Redundancy

If a dummy activity is the only activity emanating from an event and which can be eliminated is known as

redundancy (see Fig. 7).

8. RULES OF NETWORK CONSTRUCTION

For the construction of a network, generally, the following rules are followed :
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It is assumed that inside cleaning and outside cleaning can be done concurrentty by two assistants of the
garage. Activities B and C represent these cleaning operations. What do activitis Dand £ stand for? Their time
consumptions are zero but they express the condition that events 3 and 4 must occur before the event 5 can take

place, Activities D and £ are called the dummy activities

Network
It is the graphical representation of logically and sequentially connected arrows and nodes representing

activities and events of a project Network are also called arrow diagram.

Path

An unbroken chain of actvity arrows connecting the initial the initial event to some other event is called a path.

7. COMMON ERRORS
There are three common errors in a network construction.
Looping (cycling) . In a network diagram looping error is also known as cycling error. Drawing of an

endiess loop ina network is known as error of looping. A looping network is given in Fig. 5.

O TG G, S
o

Fig. 5
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@

(i)

(i)

Predecessor activity : An activity which must be completed before one or more other activities start
is known as predecessor actvitiy.
Successor activity . An activity which started immediately after the completion of one or more of

g

other activities are completed is known as successor activity.

Dummy activity : In connecting events by activities showing their inter dependencies, very often a
situation arises where a certain event j can not occur until another event i has taken place but, the
activity connecting i and j does not involve any time or expenditure of other resources. In such a case,

the activity is called the dummy activity. It is depicted by dotted line in the network diagram,

Letus consider anexample of a cartakentoa gafage for cleaning. Inside as well as outside of the car is to

be cleaned before it is taken away from the garage. The events can be put down as follows:

Event | : Starting of car from house

Event 2 : Parking of car in garage

Event 3 ; Completion of outside cleaning

Event4 : Completion of inside cleaning

Event 5 : Taking of car from garage

Event6: Parking of car in house

The network diagram for the problem is given in Fig. 4.

176 .
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activity
Tailevent/ /7 . >Q Head event/node
node -/
’ Fig. 1
Merge and burst event

|

It is necessary for an event to be the ending event of only one activity but can be the ending event of two or;

more activities. Such event is defined as merge event.

If the event happens to be the begirming event of two or more activities it is defined as a burst event.

~—
SR Merge event Burst event X
/ | !

Fig. 2 (a) Fig. 2 (b)

Activity
An activity is a task or item of work to be done that consumes time, effort, money or other resources. ,'

Activities are represented by arrows.

Activities are identified by the numbers of their starting (tail) event and ending (head) event. Generally, an
ordered pair (j, j) represents an activity where events i and j represent the starting and ending of the activity -

respectively. Activities are also denoted by capital alphabets.

activity
Starting event (tail Ending (head)
event) ‘ event
Fig. 3

The activities can further be classifed into different categories :
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-Hence, '
i (@)=C~(1-a)B, (i=13)
Ha(@)=Co+(i-a)F,
4 (@)= B+(1-a)P

From (7), we have,

(aQ& &)—a afc-(- a)P}Q/2+{ ~(1-a)B} D/IQ-Cy~(1=a)A ]
C -hiag--(-a)P} |
Now, the Kuhn-Tucker necessary conditions are

oL
=0
oa

o,

a0 - | |
{c, ~(1—a)P,}Q/2.+‘{C, ~(1-2)R}D/IQ-Cy~(1-a)P, =0
4Q-B-(1-a)P=0 | |
Solving these equations, the expression for optimal order quantitybis
Q' ={B+(1-a")P}/ 4 |
where o is aroot of
PP*(1-a) -(C,P*~2BPP, - 24P P)(1-a)’ (219(:,}&}132 -2DA’P, - 24PC, ~2AF;B)
(1-a)~(C,B* +2D4C, ~24C,B)=0 |

Fuzzy goal and storage area represénted by parabolic concave membership functions and costs by
- linear membership functions

In this case, the membership functions g, (u), i=13 for fuzzy inventory cost will be the same as

defined in the earlier section. e
The membership funCti'on M. (C’ (Q)) for fuzzy goalis defined as follows:
w(C@)=1 o<
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=1-[{c(@)-G}/R] for Co < C(Q) < Co + Py
=0 for C(Q) > Co + Py

is graphically represented in the following figure.

-

Co . Cot+ Py
Fig.-12: Parabolic membership function of C (Q) |
Again, the membership function for storage area is defined as
#y(40)=1 =~ for AQ<B
=1-[(40-B)/P]  forBsAQ<B+P
=0 o , for4Q> B+ P
Procgeding exactly as before, the optimal order quantity is given by
o ={B+ (1—a')P}/A
where @ is a root of

k]
RP*(1-a)’ +2BPR(1-a): ~(C,P* - RB* ~24'DP, <24P*)(1-<)

.
=(2BPC,-24C,P-24PB)(1~a): ~(C,B’ +24’DC, ~24C,B) =0

AD 112.7. SELF ASSESSMENT QUESTIONS

1. What is invehtory? Give reasons for maintaining the inventory.

2. What are the costs associated with inventory? Discuss the different types
of inventory costs. ' | ’

3. Discuss the diffeient types of demand.

4. Discuss the classification of inventory models.
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5. Write short notes on : Ordering/set up cost, holding cost, shortage cost,
disposal cost.

Explain : Lead time,’time'hovrizon, demand, Deterioration. -

Derive Harris-Wilsoh’s formula. -

Derive the COQ formula for the manufacturing model without shortages.

© 0 N>

In a certain manufacturing situation, the production is instantaneous and the
uniform rate of demand is D. Show that the optimal order quantity is

2¢y(¢; +¢,)
415

Q:

where Cj, C, are the holding and shortage cost per unit per unit time and C; is the setup cost per
order. ’ v
10. The demand rate of a particulaf item is 12,000 units per year. Thé ordering cost per order is Rs.
350.00 and the holding cost }is Rs. 0.20 per unit per month. If no shortage is allowed and the
replenishment is instantaneous, determine (i) the optimal lot size (ii) the optimum scheduling
period (iii) minimum total average cost. |
1. The annual requirement for a product is 3000 units. The ordering cost is Rs. 100.00 per order.
“The cost per unit is Rs. 10.00. The carrying cost per unit per year is 30% of the unit cost.
(a) Find the EOQ. '
(b) If a new EOQ is founded by using the ordermg cost as Rs. 80.60, what would be further
savingincost? .
12. The _demand rate for an item of a company is 18000 units per year. The company can produce at
the rate of 3000 units per month. The set up cost is Rs. 500.00 per order and the holding cost is
0.15 per units per month. Calculate
(i) Optimum manufacturing quantxty, (ii) the time of manufacture, (m) cycle length, (iv) the
optimum annual cost if the cost of an item is Rs. 2.00 per unit.
13. A contractor has.to supply 10,000 bearings per day to an automobile manufacturer. He ﬂnds that
~ when he starts production run he can produce 25000 bearings per day. The holding cost of a
bearing in stock is Rs. 0'.02‘per'year. Setup cost of a production is Rs. 18.00. How frequently
should production run be made ? | |
'14. The demand for an item is 18000 units per year. The holding cost is Rs. 1.20 per unit per unit item

and the shortage cost is Rs.5.00. The ordering cost is Rs. 400.00. Assuming the replenishment
Directorate of Distance Education : ' 165
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‘rate as instantaneous, determine the optimum order quantity along with total minimum cost of
the systein. | o
15.  Find the optimum order level which minimizes the total expected cost under the following
assumptions.
(i) tis the constant interval between orders. -
(ii) Q is the stock (in discrete units) at the beginning,

. (iii).  dis the estimated random instantaneous demand at a discontinuous rate,

o L (v} C) and C; be the holding and shortage costs per item per ¢ time unit.
- (V) Level time s zero. | o | |
| 16, Let‘ F(x) be the probability density function of the dcmand x in the prescribed schedlili-ngv period
K ‘T“wéeks. The demand is assumed to occur with a uniform pattern and the prébability distribution
is continuous. The unit carrying cost and the shortage cost are respectively Cy money units and
- C; money units both per unit per week. There is no set up cost for the system. Obtain the
ex'pression for optimal control. |
.. - 4’Le; the probability density of demand of a certain item during a week be
0.1, 0<x<10
f(x) B {O  , Otherwise

This‘-demand is assumed to occur with a uniform pattern over the week. Let the unit carrying cost .

of ihe’it’etn in invéntory bc Rs. 2.00 per week and unit shortage cost be Rs. 8.00 per week.
- Determine the optimal order level of the inventory and the total minimum cost of the inventory
S _‘f,sj/stém.' o Lo ST L v

b, _";' 'f: 18 Thé annual _‘demand ‘fc‘)r a pfoduct is 500 units. The cost of s';t'pra"gev per unit pe'r'ye,ar is 10% of the
“unit cost. Thé ordéring cost is Rs. 180 for each ofde;r.' The"uﬁ_it cost depends updh the amount

| ‘ordered. The range of amount ordered and the unit price are.as follows:

- Range of amount Qrdefed Unit cd_st (Rs.)

T 1=q<s00 | 2500
_500?Sq<}500 R - T 24.80

TS00<¢<3000 | 2460
T3000<g | 2440

Q Find the o'ptimal order quantity.
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Show that when determining the optimal inventory level so, which minimizes the total expected

. cost in case of continuous (non-discrete) quantities, the condition to be satisfied is
F(S))= =S
C +C,
where - F(S,)= f‘o f{r)dr,
f (r) =the probablllty densxty functxon of requxrement of r quantxty,
Cy= shortagc cost pcr umt per umt nme, o '
C) = holding cost per ,umt per unit time.

20. An ice-cream company sells one of its types of ice-cream by weight. If the product is not sold on
the day it is prepared, it can be sold ‘at a loss of 50 paise per pound. There is, however, an
unlimited market for one day old ice-cream. On the other hand, the company makes a profit of
Rs. 3.20 on every pound of ice-cream sold on the day it is prepared. Past daily orders form a
distribution with o '

f(x) 002 00002x 0 <x <100. _ ,
How many pounds of ice-cream should the company prepare every day?
21. The following data describe three inventory items. Determine the economic order quantity for

each of the three items to be accommodated with in total available storage area of 25 sq. ft.

Set-up | Demand Unif holding | Storage area
Item | Cost | (Units | cost perunit | required per
(Rs.) | per day) ‘time (Rs.) unit (sq. ft.)
10 2 0.3 I
2 5 4 0.1 1
315 4 02 1

Find the ecoriomic lot size_for the iﬁventhy model with finite r_epl‘enishment rate, shortages are

 allowed but fully baqkldg»ggd,. uniform finite de_inand_ and zero lead time so that total average cost

“is minimum.
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22,

23,

24.

25.
" unsold newspapers. Daily demand has the following distribution:

168

A shop produces three items in lots. The demand rate for each item is constant and can be assumed

to be deterministic. No back orders are to be allowed. The pertinent data for the items is given in

the followmg table
‘ Item : I II m
Carrying cost (Rs.) . 20 20 20
Set up cost (Rs.) 50 40 60
‘Cost per unit (Rs.) 6 7 5
Yearly demand rate (units) | 10,000 | 12,000 | 7,500

Determine approximately the economic order quantity for three items subject to the condition that

the total value of average inventory levels of these items does not exceed Rs. 1,000.00.

Find the optimum order quantity for a product for which the price breaks are as follows:

Quaitity ___Purchasing Cost (per unit)
0O <100 Rs. 20
100 < 0, < 200 Rs. 18

200 <O Rs. 16

The monthly demand for the product is 400 units. The storage cost is 20% of the unit cost of the
product and the cost of ordering i is Rs. 25.00 per month.

Formulate and solve a single period discrete stochastic inventory model for a single product with
instantanecus discrete demand, zero lead time and no replenishment cost. The storage and

storage costs are independent of time.

A newspaper-boy buys papers for Rs. 1.70 each and sells them for Rs. 2.00 each. He cannot return

No.of Customers: 23 24 25 26 27 28 29 30 3] 32
Probability - : 0.01 003 006 010 020 025 015 010 005 0.05

If each day’s demand is independent of the previous days, how many papers he should order each
day?

Directorate.-f Distance Education



e eereoeiee v Module No. 112 : Advanced Optimization And Operational Research-1I

26. A small shop produces three machine parts 1, 2, 3 in lots. The shop has only 700 sq.mts of storage

space. The appropriate data for the three items are presented in the following table:

Item : 1 2 3
Demand (umit per year) 2000 | 5000 | 10000 |
Set-up cost (Rs.) i00 | 200 | 75 |
Costperunit (Rs) 10| 20 | 5

Floor space required (sq.mt/unit) | 0.50 | 0.60 | 0.30

The shop uses an inventory carrying charge of 20 percent of average inventory valuation per

annum. If no stock-outs are allowed, determine the optimal lot size for each item.
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~ PROJECT MANAGEMENT PERT AND CPM

1. INTRODUCTION

A project is a well defined set of jobs, tasks or activities, all of which must be completed td'ﬁr_lish the project.
Construction of a highway, power plant, production and me’nrkeﬁ_ng of anew product, research and development
work are the examples of'project.‘ Such projects involve.lérge number of interrelated activities (or tasks) which -
must be completed in a specified time, in a specified sequence (or order) and require resources such aspersonnel,
money, materials, facilities and/or space. The main objective before starting any project is to schedule the required

activities in an efficient manner so as to
(@) Completé iton or before a specified time limit.
(i)  Minimize the total time.
Gii) I\/ﬁnimize the time for a prescribed cost.
(iv) Minimize the cost fora specified time.
(v)  Minimize the total cost.
(V) Minimize the idle resources.

Therefore, before starting any project, it is very much essential to prepare a plan for scheduling and comyoliy'in'g ,

the various activities involved in the project. The techniques of O.R. used for pIanniﬁg scheduling and controlling
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large and complex projects are very oﬂen referred to as network analysis, network planning or network scheduling
techniques. In all these techniques, a project is broken down into various acti#iﬁes which are arranged in logical
sequence in the form of network. This approach assists managers to visualize a proj ectasa number of tasks which
can easily be defined in terms of its duration, cost, starting time. The sequence of activities is also defined. Thete are
two basic planning and control techniques that utilize a network to complete a predetermined project or schedule.
These are PERT (Program Evaluation and Review Technique) and CPM (Critical Path Method). PERT network
was developed in 1956-58 by a research team of US Navy’s Polaris Nuclear Submarine Missile development
project. Since 1958, this technique has been used to plan in all most all types of projects. All the same time but

independently, CPM was developed jointly jointly by two companies : E. L Dupont Company and Rémington

Rand Corporatxon Other network techniques were PEP (Performance Evaluation Programme), LCES (Least

Cost Estimating and Schedulmg), SCANS (Scheduling and Control by Automated Network Systcm) o

‘Structure :
f.1 Introduction
| 1.2 Objectives
1.3 Keywords
1.4 Phases of Project Management -
1.5 - Advantages of Network Analysis
1.6 Basic components
1.7 Common errors
1.8 Rulesof Network construction
1.9 Numbering the ex;ents ‘ |
1.J0 Critical Path Analysis
10.1 Forward Pass calculation Method
10.2 Backward Pass calculation Method
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1.12

1.14
1.15

172

10.3 Determination of Floats and Slack times
10.4 Critical path

PERT Analysis

11.1 Timeestimates

11.2" Probability of meeting the schedule time
Difference between PERT and CPM

Project time-cost trade off

Self-Assessment Questions

Suggested Further Readings

OBJECTIVES

The objectives of this unit are to

................................

.....................................................................

discuss the importance of using PERT and CPM techniques for project management.

show the difference between PERT and CPM network techniques.

discuss the different phases of any project and various activities need to be done during these phases.

draw the network diagrams with single and three time estimates of activities involved in a proj ect.

determine the critical path and floats associated with non-critical activities and events along with total project

completion time.

determine the probability of completing a project within the schedule date.

find the crash project schedule time and establish a time-cost trade-off for completion of a project.
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3. KEYWORDS

Project, planning, scheduling, controlling, event, activity, network, critical path, critical event, looping, dangling,
~ float, slack, pert, time estimates, optimistic time, pessimistic time, most-likely time, time cost trade off, project cost,

indirect cost, crashing, cost slope.

4. PHASES OF PROJECT MANAGEMENT
The work involved in a project can be divided into three phases corresponding to the management functions
of planning, scheduling and control.
Planning
This phase involves setting the objectives of the project and the assumptions to be made. Also itinvolves the
listing of tasks or jobsthat must be performed to complete a project under consideration. In this paper, men,
| machines and materials and materials required for the project in addition to the estimates of costs and duration of

the various activities of the project are also determined.
Scheduling |
This consists of laying the activitieé according to the precedence order and determining,
(@) T'h¢ starting and finishing times for each activity. ‘
()  The critical path on which the activities require special wttention and
() The slack and float for the non éritical péths. |
Controlling |
This phase is exercised after the plannihg and scheduling which involves the following :
(H Making periodical‘ progress reports. | . |
(i) Reviewing the progress.
(i) Analysiing the status of the project.

(iv) Management decisions regarding updating, crashing and resource allocation, etc.

5.  ADVANTAGES OF NETWORK ANALYSIS
The network analysis

()  showsinter-relationships of all jobs in the project.
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(i) givesaclear picture of relationship controlling the order of performance of varous activities than a
typical Barchart. »

(i) belps in communication of ideas. The pictorial approach helps to clarify the verbal instructions.

(iv) provides time schedule containing much more information than other methods like Barchart etc.

(v) identifies jobs which are critical for a project completion data.

(vi) permits an accurate forecast of resource 1 guirement.

(vii) providesamethod of resource allocation to meet ‘thc limiting condition ’and 0 maintain or to minimize

the overall costs.
(vill) integrates all elements of a program to whatever detail is desired by the managoment.

(ix) relates time to costs which allows a money value to be placed on proposed chuiues.

6. BASIC COMPONENTS
‘There are two basic components in network. These are
() EventNode | |
()  Activity

Event/ Node B
Anode/eventis é particular instant in time showing the end 6r Begir- zof one br more activity. Ttisa point
of acconﬁpliéhment or decisidn. The startingand end points of an aétivity are thus described by two events usually
known as the tail event and head event respectively: An evenf is geherally represénted by acircle, rectangle,
hexagonor sbme other geometric shapes. These geometric shapes are numbered for distinguishin‘g anactivity from

another one. The occurrence of an event indicates that the work has been accomplished upto that point.
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Again, . (C(Q))=1 for C(Q) < Co
=1-(C(Q)-C,)/B,  forC,<C(Q)<C,+F,
=0 - for C(Q)>Co+ Py

Its pictorial representation is given in the following figure.

| #e, (C(O)) A

> Q)

0 G Co+ Py

. Fig.~10: Linear membership function of C (Q)

Again, the linear membership function for storage areais given by

pp(4Q)=1 ~ forAQ<B
=] —(4Q - BY/P for BSAQ < B+ P
=0 | for AQ > B+ P

This membership function is depicted in the following Figure.

/‘B(AQ) \

>
A

B+P

ool

0 Q

Fig.-11: Linear membership function of 4Q

Here Py, P-and P’s (i = 1, 3) are the maximally-acceptable &fi,o‘lati'on of the aspiration levels Cy, Band
Ci's (i = 1, 3). Considering the nature of these parameters, we assume membership function to be non-
deéreasing for fuzzy inventory costs and non-increasing for fuzzy goal and storage area,
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MinC(Q)=C0/2+C,D/Q o | - 6)
subject to ' '
AQ< B, 0>0

So the corresponding fuzzy non-linear programming problem is
Max

subject to
pey (@)Q12+ p (@) DI Q< e, ()
A0< 13t (@), 0>0, a€[0,]]
where s, (x), e, (%), #4, (x) and p,(x) be the membership function for fuzzy ordering cost, holding

cost, objective goal and storage area respectively.

Here the Lagrangian function is
L(e, 0, A Ay) =@ =4 { i (@) Q12+ ui (@) DI Q- i (@)} = 2 {40 - 455 (@)} (D)
where 4 and A, are Lagrapge multipliers.

Now, we consider three combinations of different types of membership functions to represent the
fuzzy goal, costs and warehouse space.

Fuzzy goal, costs and storage area represented by linear membership functions
In this case, 4, (i=1,3) are given by |
ﬂ e, (u)=1 foru>C;
=1-(C,-u)/ P, forC;-P;susCi (i=1,3)
= () foru<C;~P;

Graphically, it is represented in the following Figure.

u
AN

14

i i N U
Pl

CI‘P; CI

Fig.-9: Linear membership function of C;
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where 'ﬁ(;i (x)={l‘c,, (x). He, (x)se, He, (x)} be the membership functions of fuzzy coefficients and -

Hy, (x), i=1,2,---,m be the membership functions of fuzzy obje}ctive:and fuzzy constraints.
Here the additional variable o is known as the aspiration level. |

Therefore, the Lagrangian function Z(a,x, A) is given by
Llexa)=a=3 A{g (x.u (@)- 4 (2))
i=0

where A=(A, 4, /11' . ) be the Lagrange muluplxer vector.

Now the kuhn-Tucker necessary conditions are

—=0, j=1,2,-
ox, J

J

_21;*0
oa _

4 {g, (rm (@)~ 15" (a)} =0 . . | o L@
& (xu; (@)1 (a)s0, i=0,1,2,- BRI
450
Now, solvmg the system (4), the optimal solution for the fuzzy non-linear programmmg problem is

obtained. v
“In a deterministic EOQ model, the problem is to determine the order level Q(>O) which

minimizes the average total cost C(Q) i.e.,

MinC(Q)=C,0/2+C,DIQ _ S )
~ subject to -
AQ<B, 0>0

where C; = ordering cost per order, C; = holding cost per unit quan'tit'y‘ per unit time,

D = demand per unit time, B = maximum available warehouse spaze (in sq.ft.),

» = the space required by each unit (in sq. umt) ' _ |
When the above objective goal costs and available storage a'ea become fuzzy, the said problem is

transformed to:
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Hence Q*= 63.5 pounds is the optimum quantity i.e., the company will prepare 63.5 pounds of ice-

cream per day.
O 6.3 Fuzzy inventory model

First of all, we shall discuss the solution procedure of fuzzy non-linear programming problem.

A deterministic or crisp non-linear programming probiem may be defined as follows:
Minimize g, (x,C,) |
stject to |
g (x,C)<bh, i=12m (H
and x>0 _ | ' .

o . ) . . . . .
where x=(x,,%,,--,x,) is a variable vector, f; g/'s are algebraic expressions in x with coefficients

\ K

G, w(Co,,Coz,-v-,Co,“) and C, =(C,,,C,3,---,C,,:.)> respectively.
Introducing fuzziness in the crisp parameters, the sysiem (1) in a fuzzy environment is
Minimize g, (x,E;)
subjeét to
2(xC)sh, i=120m | | | @
and x20 |
where the wavy bar (~) represents the fuzziness of the parameters.

According to fuzzy .t theory, the fuzzy objective, coefficients and const:aints are defined by
their membership funct:.ns which may be either linear or non-linear. According to Bellman and Zadeh
(1970) and following i..¢ techniques of Carlsson and Kerhonen (1986) and Trappy et. al v(,_1988), the
* problem (2) is transformed to the new optimization problem as follows:

Maximize o . ' L

subject to o ‘
8, (x,,ug.f (a))s,u;,' (a') i=0,12,m . R : @y

-and x>0
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Solution : Here C)=Re. 1.00, Co=Rs. 7.00, C3= 0

The required optimum value for Q* is detérmined by

4 oG
[ s == '_ W

Since the distribution is rectangular, the probability density function is given by fi (r)=z—l—,
~a

a<r<b.Herea= 4000, b= 5000.

Hence from (1), we have

r 7 r o 7
- dr = L=t
fwosooo-moo T fWIOOO "=3
0-4000 7 . o
or, =1 o, 0 =4875
“ oo 8 "¢

Hence the optimal order quantity is Q" = 4875 units.

Example - 11 : a

An ice-cream company sells one of its type of ice-creams by weight. If the product is not sold on the
day it is prepared, it can be sold for a loss of Rs. 0.50 per pound. But there is an unlimited market for
one day old ice-creams. On the other hand, the company makes a profit of Rs. 3.20 on every pound of
ice-creams sold on the day it is prepared. If daily orders form a distribution with fx) = 0.02 - 0.0002 x,

0 < x < 100, how many pounds of ice-creams should the company prepare every day.

Solution : 1t is given that C;=Rs. 0.50, C9=Rs. 3.20

Let O be the amount of ice-cream prepared every day. The required optimum for Q* is determined by

) C
dx = —=2
{1 Wd==rc
S « N 32
or, f (0.02-0.0002x)d = =

or, 0.00020"2+0.04 Q" +1.730=0
On solving , ©*= 136.7 and 63.5.
But 0" = 136.7 is not possible as 0 <x <100.
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Solution : .
Let ) be the number of news papers ordered per day and r be the demand for it i.e., the number that

are actually sold per day. : :
In this problem, the holding cost per paper per day is C{ = Rs. 1.40 and the shortage cost per

paper per day is C9 = Rs. (2.00-1.40) = Rs. 0.60.
Now to obtain the optimal solution, we shall find out the cumulative probability of daily demand of

newspapers.

Calculations are given in the following table.

r T 23 [ 24 T 25 126 1 27 [ 28 39 [ 30 [ 31 | 32
5 (7 001 ]0.03]006]0.10]020]025]0.15]0.10] 0.05 | 0.05

)
ip(r) 0.01 | 0.04 {0.10|0.20 | 0.40 | 0.65 | 0.80 | 0.90 | 0.95 | 1.00

r=23

. The required optimum value for Q* is determined by

<Zp( )< ip(r)

r=23 =23 -

0'- G, 0.60 3
0.3 = =75=03
of, Z p(r) < < P(l) [ C+C, 140+0.60 10 ]

r=23

From the table, we have

27 _ 26
D p(r)=040>03 and ) p(r)=020<03 -

r=23 r=23

26 ' 27
L), p(r)<03<) p(r)

r=23 r=2}

Hence Q*=27 i.e., optimum number of newspaper to be ordered is 27.

Example-10 : ,
The demand for a certain product has a rectangular distribution between 4000 and 5000. Find the

optimal order quantity, if the storage cost is Re. 1.00 per unit and shortage cost is Rs. 7.00 per unit,
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Q%QQ@ =, f f(rydr-C, E J(r)dr [Using Leibniz’s rule for differentiation

» | under the integral sign]
=¢ [ f’(r'jdr—C2[ [ reyar- ¢ f(r)dr] |

=-C,+(C,+C) [ 1

For optimum value of O, we must have

dIEC(Q) _
dQ
.
ie, (G+C)[ r0ar=c,
o e | ,
or, [ f(rydr= el | | ™
Moreover, it éan be proved that
d*TEC |
’“‘I@(‘Q‘Z =(C +C2)f(Q) >0

Therefore the optimum value of Q i.e., Q* is given by (7)..
Hence the optimal ordering policy with x as on hand amount before placing an order is as

follows :

If Q*> x, thén order the amount Q*-x and if Q*< X, then do not order the quantity.

Example-9:
A newspaper boy buys papers for Rs. 1.40 each and sells them for 2.00: He can not return the unsold

news papers."Daily demand has the following distri_bﬁtion.

No. of 23 124 125126 {27 {28 |29} 30|31 ] 32

Customers , ‘. ‘
Probability | 0.01 |-0.03 | 0.06 | 0.10 ] 0.20 | 0.25 0.15]0.10 | 0.05 | 0.05

In each day’s demand is independent of previous day’s demand, how many papers should he ordered

each day ? -
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o-1-

o, TEC(Q )-TEC(Q) = —(C +C,) ). p(r)+C,

r=0
For optimal 0*, we must have
TEC(Q" +1)-TEC(Q')>0

From (2), we have

(C +C, )ip(r) G, >0

r=0

i:p( )>

r=0

Similarly for optimal Q*, TEC(Q"’-]) -TEC(Q") >0

From (3), we have

) -1
- +cz)i p(F)+Cy >0

LZ p(r)< <G

r=0

 Thus combmmg (4) and (5), we have

(Zp(r)< Ep(r)

r=l r=0

~or, p(r<’Q‘i'1)< G pr0h)

C+C,

’ ~ Where p(r < Q') represents the probability for r < o

Continuous Case : Where r is a continuous variable

3

@

&)

6

Let x be the on hand amount before placing the order. Also let the demand r be a continuous
variable with the probability density functxon f(r), then proceedmg as before, the total expected cost for

this modelis

TEC(Q)=C, [ (@1 )ir +C, [~ DS () +C,@=3)
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Case-1:r<Q
Case-2:r>Q
The corresponding inventory situations are shown in Fig.-7 and Fig.-8.

Discrete case : When r is discrete
Let r be the estimated demand at an mstantaneous rate W1th probabilities P, Then there is
only holding cost and no shortage cost, V '
Here the holding cost is C1(Q-r).
In the second case, the demand r is filled up at the beginning of the period. There is only
shortage cost, no holding cost. Therefore, the shortage cost in this case is Cy(r-Q). '
Let x be the amount on hand before placing an order.
Therefore, the total expected cost for this model is

me@-cS@-nrra S e-opy T

r=0 raQ)+]

Our problem is now to find Q, so that TEC(Q) is minimum. Let an amount Q+l instead of Q be
ordered. Than the total expected cost given in (1) reduces to ’

TEC(Q+1)=C,i(Q41——r)P(r)+Cz‘ i (r=Q-Np() »,

r=0 r=Q+2

on simplification, we have

TECQ+1)= =c3@-npr+C, 3 - Q)p(r)+02p<r> 6,3 p)+C@-x)

r=0 r=Q+| r=(+l

=TEC(Q)+(C, +C )t p(r)-GC, [Smce Z p(r) - t p(r)}

r=0 raQ+l rm0

.-.TEC(Q+1)_-TEC(Q):(C,+cz)fp(r)—c2 - R ¢

Similarly, when an amount Q-l mstead of Qis ordered then we have

)-l

TEC(Q-1)= TEC(Q) (€, +C)Y p(r+C,

r=0
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(i) Tis the constant interval between orders (7" may also be considered as unity e.g., daily, weekly,

monthly etc.)

(i) Q is the stock level at the beginning of each period 7.

(iii) Lead time is zero.

(iv) The holding cost, C| per unit quantity per unit time, the shortage cost, Cp-per unit quantity per

unit time are known and constant.

(v) risthe demand at each

interval 7.

Solution : In this model it is assumed that the total demand is filled up at the beginning of the period.

/\/\

i

r

l r< @ (No shortage)

> Time

A

Q

r>Q (No inventory)
v :

—> Time

L/
4

i /o 2 7 7/
VAV ARV A

7

’ Y

/

/ VA
//Sg@'rnyé// /
Sy ’

/
Lo,

L

T

N
gl

<
T~

Fig. -8

Thus depending on the amount r demanded, the inventory position just after the demand occurs may be

either positive (surplus) or negative (shortage) i.e., there are two cases :
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Solution :
: e  LQHQ*)
:7 r - P | e 2
; | r |p0 ﬁgl ,g:mg? Q+3} ’;L&Q gp(r) i fg’;)+f:p(u
r=Q+t T r=0
0 0 [040] o 0.3878 | 0.5 | 0.1939 | 0.40 0.5937
1} 1 [024] 02400 01478 | 1.5 | 02217 | 0.64 0.8617
2 | 2 [020f 0.1000 | 0.0478 | 2.5 | 0.1195 | 0.84 0.9595
3 1 3 ]010[00333 | 00145 | 35 | 00575 | 094 | 0.9907
4 | 4 [005]00125 | 00020 | 45 | 00050 | 0.99 0.9990
5[5 [0.01] 00020 | 0.0000 5.5 | 0.0000 ) ~ 1.0000 1
6or| 6ar [0.00 | 0.0000 | 0.0000 | 65 | 0.0000 0 1.0000.
mare| more Q ' |

Here C = Rs. 100.00, C = Rs. 1000.00

& 1000 ___10_ 0.9090

UG +C,  100+1000 11

Now for the optimél value of O (say, @), we must have

t- C2 *
L 1)<C o <L@)

1 2

where L(Q) = f p(r)+(Q+%) AL
red

r=Q+1
From the table, it is clear that for O = 2, the above inequality satisfied
i.e., L(1) < 0.9090<L(2) or, L(2-1) < 0.9090 <I(2) . ‘

Hence Q' =2ie., optimum stock level of truck is 2.

O 6.2.2 dingle period inventory model with instantaneous demand (No replenishmei: vust

model) -
In this model, we have to find the optimum order quantity which minimizes the total Caps 124

cost under the following assumptions -
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After simplification, we have

dTEC :

...,.‘_ia(g_)=(C,+C2)_[:')f(r)’dr+(q+C,)“E’Q’{r(r)~dr~c2 _ t))
The necessary condition for TEC (Q) to be optimhm is gz%%u(—gl =0 for =0
e, (C+C) | f)dr+(G+C ] 9 {(') -G, =0

; ©Q0'f()__C |
or, E f(rdr+ K = C,’+2 C, A , )
Again from (8), _
ﬁ%@ = (G, +C)1(Q) +(C, +cz)j:1~£fldr ~(C,+Cf(Q)

After simplification, we have
d*TEC(Q)
ag*

Hence the equation (9) gives the optimum value of Q for minimum expected average cost.

=(C, +Cz)‘[:l~§gdr = + ve quantity

Example- 8 :
A contractor of second hand motor trucks uses to maintain a stock of trucks every month. The demand

of the trucks occurs at a relatively constant rate but not in a constant size. The demand follows the

following probability distributions :

Demand (r) 0 1 2 3 4 5 6 or more
Probability 0.40 | 0.24 | 0.20 | 0.10 | 0.05 | 0.01 0.0
[p(r)] "

The holding cost of an old truck in stock for one month is Rs. 100.00 and the penalty for a truck
is not supplied on the demand, is Rs. 1000.00. Determine the optimal size of the stock for the

contractor.
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Using the relation (7), we find the rangé of optimum value of Q. In these cases, Q* need not be uniqué.

G =L(Q") then both Q* and Q* +1 be the optimal values. Siinilarly, if

=2 = L(Q" -1
C1+C2 " . . C‘+Cz (Q ’

If

then both Q* and Q*~l be the optimai values.

Continuous case : When r is a continuous random variable
When the uncertain demand is estimated. as a continuous random variable, the cost expressions 1.4
inventory, holding and shortage costs involve integrals instead of summation signs.

Let f{r) be the known probability density function for demand r. The discrete point probabilitic..
p(r) are replaced by the probability differential f{r)dr- for small interval, say, (r —%,r +-‘—;’-—) In thix
case, we have

ff(r)dr=l and f(r)>0.

Let x be the amount on hand before placing an order.

Case-1: When r<Q
Proceeding as before for » < @, the holding cost is C, (Q«%)t and there is no shortage cost.

Case-2: When r>Q

‘ 2 — O\
Proceeding as before for r > Q, the holding cost is 9-29—-{ r 2?) £
r

and the shortage costis C,
Procec mg as before, the total expected cost per unit time is given by

TECQ) - ya@-Drewrs fo 2.l D1y

. dTEC(Q)
“= cff(r)drw[(Q———)f(r) o8
2 2
+ [i5h20- 5220 e+ A 1 S
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=G, Z Q—égllp(f)-Cz f_' p(r)+C, i .Q-p(r)+~

r=()+! r=(+1 r=Q+}

Substituting these values in TEC (Q + 1) and then simplifying, we get

TEC(Q+1)=TEC(Q)+(C, +C )[ZPW(Q*z) 2 pir)

r=0 re()el

If we put Zp(r)+(0+ 2) Z pir) L(Q)

r=0+1

then TEC(Q +1) = TEC(Q) + (C1+ C2) Q) - Co
3)

Similarly, putting Q-1 in place of Q in ('l), we have

TEC(Q-1)=TEC(Q)—(C, +C)L(Q~1)+C,
For optimal 0, we must have
TEC(Q+1) - TEC(Q) >0
i, (C1+CYLQY-Cy>0 [From (3)]

or, L(Q*)>

C + C
Again, for optimal O, we have
TEC(Q-1) - TEC(Q) >0
or, - (C1 +CY L (Q* 1)+ C2-C,>0

G,
C +GC,

or, L(Q" -1 <

Combining (5) and (6) for optimal value of Q*, we have

L(Q ~1)<C+C <L(Q)

i

where L(Q)=3" p(r)+(Q+ )Z 2

r=0 r=()+l

Directorate of Distance Education
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Hence the expected cost in this case (r > Q) is

o

Z[ CQ‘:P(")‘*‘ (r— Q)CJ;_P(”)}

Q+)

ac

Z{ -———Tp(r)+C U Q) Tp(r)]

Therefore the average expected cost is given by

TEC(Q)“CZ(Q——)p(r)+C 3 E—p(r)«uc R 2rQ) p(r) 1

r=0 r=0+1 r=Q+!
The problem is now to find Q, so as to minimize TEC(Q), Let an amount Q + 1 instead of Q be

produced. Then the average total expected cost is

O+l ?
TEC(Q+]) CZ(Q+1—-—)p(r)+C Z (QZH) p(r)+C, Z( gr D’ p(r)

r=0 re)+? r=0Q+1

But (Z(QH-——-);)()) CZ(QH*-)P(V)

. rse r=0

+G @ +1-Zp0+)

Q. ‘ ' Q +1
=63 ©-Dp)+ G301+ C L= p@+Y
-~ r=0

r=0

- Again, (,,MZM(QZH) p(r)= CMZM (Q;rl) p(r)- ;?Q —~p(Q+1)

o 5: ‘“ZQ” -G L2 p(@ 4D

il

C, i %);p(r)i»c, > —Q—p(r)+ 5 Z pir) G (Q+Dp(Q+1)

reQs &1 r=0+1 T r=0+l

& (r-0-D
2

r=Q+2 2r
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In the first case r < Q as shown m Fxg -5 no shonage occurs: ln the second case, r > Qas shown in

Fi ig. -6, both the costs are mvolved

Dnscrete case : when risa dlscrete random vanable .
" Let the demand for D umts be estnmated at a discontinuous rate with probability p(r), r = 1, 2,
.. That is, we may expect the demand for one unit with probability p(1), 2 units with probabnhty

p(Z) and so oh. Since all the possxbllmes are to be taken care of, we must have Z p(r)=1land p(r) 2 0. -

r={

‘We also assum_e that r .be on}y‘non-negatwe integers.
Case -1 : In this case, r < Q So, "there"is noshor‘tage_ and the total inventory is represented by the total
areaOAMB—- -—(Q+ Q r) T"‘ @- r/2) T

Hence the holdmg cost for the t:me penod Tis C, (Q - r/2) T. This is the holdmg cost when r

(< Q) units be demand rate in one penod But the probablllty of the demand of » units is p(r) Hence
the expected values of this cost is Cy (Q r/2) T p (). - ‘

~ Now, # can have only values less than 0. Hence the total expected cost where r < Q is equal to

S G©-D1()

r=0 . :
Case -2:1In thxs case, r > Q both the holdmg and shortage costs are mvolved

Here, the holdmg cost is -~C Qt, and the shortage cost is —;—C (r— Q)t2 where 1] and 1

~ tepresent the no-shoﬂage and shortage cases and n+ 12 =T.

Now, from the similar triangles OBC and ACM in Fig. -6, we have
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(vx) The hoidmg cost, C 1 per unit quanmy per umt txme and the shortage cost C2 per unit quanmy per

unit tlme are known and constant

Let x be the amount on hand before an order is placed _

Also, let O be the level of inventory in the begmnmg of each penod and r units is the demand per time
penod Dependmg on the amount D, two cases may arise :

Case-1:r<Q

Case 2:r>0Q
In both cases, the inventory situation is shown in Fzg -5 and Flg -6 respectxvely

A
N.‘
v

- ->.;‘§_ Ty
S
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Since, 0 < 01" < 100, s0 we have to compute C(Q1 "), C(100), C(200).

4

Now, C(Q1") = C'(Q?)=p,D+%ClQ.'+%.Q =20x400+—;—x0,2x20x71+ 25x490
1
=Rs. 8282.85
CﬂOO)“C”(100)=pzD+lC;x100+C’D — 18x 400+ 2% 0.2x 18x100+ 22400
2 7100 2 100
= Rs. 7480.00
- 1 oD
and  C(200) = C"(200) = p,D +=C, x 200 + =2
(@00 =CH20=pD+3 4 200
—16x400+ L x0.2x16x 200+ 22400
2 200

" =Rs. 6770.00
Since C(200) < C(100) < C(Q ¥y, then the optimal order quantity is 200 units i.e., 0" =200.

O 6.2 Probabilistic Inventory model

Now we consider the situations when the demand is not known exactly but the probability distribution
of demand is some how known. The control variable in such cases is assumed to be either the
scheduling period or the order level or both. The optimum order levels will thus be derived by

minimizing the total expected cost rather than the actual cost involved.

O 6.2.1 Single period model with continuous demand (No replenishment cost model)

In this model, we have to find the optimum order quantity so as to minimize the total expected

cost with the following assumptions :

(i) Scheduling period T is fixed and known. Hence it is a prescribed constant, so we do not include the
set-up cost in our derivation as it is a constant.

(ii) Production is instantaneous.

(iii) Lead time is zero.

(i‘v)' The demand is uniformly distributed over the period.

v) Shortages are allowed and fully backlogged.
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Example-7:
Find the optimum order quantity for a product for which the price breaks are aé I01OWS :
Range of Quantity to be purchased Purchase cost per unit
0<0<100 : Rs. 20.00
100 0 <200 Rs. 18.00
2000 ' Rs. 16.00

The monthly demand for the product is 400 units. The storage cost is 20% of the unit cost of the

product and the cost of ordering is Rs 25.00 per order.

 Solution : ‘
Here D =400 units/month, C3 = Rs. 25.00 per order

C1 = 20% of purchase cost per unit = 0.2 time of purchase cost per unit

2C,D

Let Q) = for 0 2200

1

_ »,2x25x400 _79
0.2x16
Since Q3* < 200, Q3* is not the optimum order quantity. Therefore we have to proceed to calculate

*

O

Now Q;z ’Z?D for 100 <0 <200
B 1 ‘
- ’2x25x400 =75
0.2x18

Again, since Qz* < 100, therefore QZ* is not optimum order quantity.

Now we have to proceed to calculate O .

2C,D

1

- ,2x25x 400 71
, 0.2x20
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Step-2: Evaluate 0" by the formula Q' = , 2%0 for the case Q < b and evaluate C’(Q’).a‘nd C'(b)
t ’ ’ .

() If C'(Q") < C"(b) , then Q" is the optimum lot-size.

(ii) Otherwise, b is the optimal lot-size.

O 6.1.6.2 Purchase inventory model with two'.price breaks

Range of quantity to be unit purchase cost
purchased
0<Q<b; pi
by =Q<b; P2
by <Q » p3

The procedure used involving one price break is extended to the case with two price breaks.

Working rule :
Step-1 : Compute Q* for Q 2 b (say Q3*). If Q;;"r 2 by then the optimal lot-size is Qj*, otherwise go

to step-2.
Step-2 : Compute Q* forb; < 0" < by (say’Qz*). since Q3* < b then Qz* is also less than by. In

this case there are two possibilities i.., either Qy* 2 b1 or 0" < by. If 03" 25 then
compare the cost C(Qz*) and C(b7) to obtain the optimum lot-size. The quantity with lower
cost will naturally be the optimum one. If Qz* < by, then go to Step-3.

Step-3 : If Qz* < by, then compute Q) * for the case 0 < Q < b} and compare the cost C(QI*), Cby)

and C(by) to determine the optimal lOt-éize. The quantity with lower cost will natuially be the

optimum one.
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ac)| _,

dq |,

a

which implies Q" =

Now we consider the case in which 0*> b and 0" <b.
o) If Q"e [given by (1)] > b then the optimal lot-size Q* is obtained by (1) and in this case, the
minimum total average cost is given by |

2C,D

. CD 1
@) 2C,D P 2 ¢
C‘

=paD + 2GC,D
(i) If Q* < b then there may arise two cases as folloWs :
Case -1: C"(b)<C(Q") for @' <b
Case -2 : C"(b)>C(Q") for O <b '
Now, C(Q")=p,D+\2CC,D

_ C,D
d  C'( 4l +—~Cb
o an (6)=p,D b 2
Hence, if C"(b)>C'(Q’) then »Q"= given by (1) is the optimum order quantity. Otherwise, if

C"(b)<C'(Q") , then b is the optimum order quantity.

Working rule :

Step-1: Compute 0" by 'he formula Q" = for the case O 2 b and then compare this Q" with

the value of b.
(i) If 0% 2 b then the optimum lot-size is Q.

(i) If 9% < b, then go to step-2.

142 ' Directorate of Distance Education



ceeeev s . Module No. 112 : Advanced Op}imization And Operational Research - 1]

O 6.1.6.1 Purchasing inventory model with single price break

"Let D be the demand rate, C, be the holding cost per unit quantity per unit time, C3, the fixed
ordering cost per order. Also, let pj be the purchasing cost per unit quantity if the ordered quantity is

less than b and p (py < p1) be the purchasing cost per unit quantity if the ordered quantity is greater or

equal to b quantities, i.e.,

Range of quantitytobe . unit purchase cost
purchased
0<Q@<b | p1

b<Q P2

Hence the total average cost C(Q) is given by

C(Q) = <ordering cost> + <purchasing cost> + <holding cost>
ie.,

- (C'(Q) for 0<Q<b
Q)= {C"(Q) for  Q>b

where C'(Q)=C; -QI-)~+[7,D+%C,Q

and C(Q)=C, -ZO)—+ p2D+—;—C,Q

-~

Thus C(Q) has a d:scontinuity at = b and it may be shown that the minimum value of C(Q) occurs

either where ac@, 0 or at the point of discontinuity.

We have dfi(QQ) = - Cé? + —;—C, except at Q = b where it is not deﬁned.. Thus the optimal value of Q is

given by

1
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O 6.1.6 Inventory models with price breaks

In the earlier discussion, we have assumed that the unit production cost or unit purchase cost is
constant. So, we need not consider this cost in the analysis. However, in the real world, it is not always
true thét the unit cost of an item is independent of the quantity procured or produced. Again, discounts
are offered by the supplier or wholesaler or manufacturer for the purchase of large quantities. Such
discounts are referred to as quantity discounts or price breaks. |

In this section, We shall consider a class of inventory in which cost is a variable. When items

are purchased in bulk, some discount price is usually offered by the supplier.

Let us assume that the unit purchase cost of an item is pj when the puréhased quantity lies

between bj~1 and bj (=1, 2, ..., m). Explicitly, we have

Range of quantity to be purchased unit purchase cost

by <Q<b, , P
b<Q<b, P
“@SQ<@ Ds
b_,<Q<b, P,
bm—l < Q < bm pm

In general, b= 0 and b, = co and py> p > .. > pj> .. > py. The values by, by b3 ..., by, are termed
as price breaks-as the unit price lies in the intervals between these values.

Our problem is to determine an economic order quantity 0 which minimizes the total éost.
In these models, the assumptions are '

(i) Demand rate is known and uniform.

(ii) Shortages are not permitted.
(iii) Production for supp!y of commodities is instantaneous.

(iv) Lead time is zero.
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© . [2x40%x120
x1/-—~————~—————:=693

© 0.02
And Q,':,/m—z"g%:” =474

Therefore, the total average inventory is (447 + 693 -+ 474)/2 units = 807 units.
But the average inventory is 750 units. Therefore, we have to determine the value of parametcr'?&,* by

trial and error method for computing Q) by using

2C,D

» l » *
pod Y d ol l=750
S ey 3 2.0

Now, for A* =0.005,

. 2%x50x100 . R .
= =408, O, =566 and O, =424
Q \/ 0.05 +2x0.005 & 2 v

Therefore, the total average inventory is (408+566+424)/2 = 699 units which is less than the given
average inventory of items. "
Again, for A" =0.003,
| Qf =423, 0, =608, O =442 ,
and the average inventory = (423 + 608 + 442) =737 which is less than 750 units
Again, for . =0.002 then Q] =430, 0; =632 , Q; =452
and the average inventory =(430+632+452) = 757 which is greater than 750 units.
Therefore, the most suifable value of 7\*‘ lies between 0.002 and 0.003.

Let us assume that for A* = X, the average inventory will be 750.

Now, considering the linear relationship between A" and the average inventory, we have

x~0.003 0.003-0.002 13x0.001
e = or, x~0.003 = ———
750737  737-1757 ~20

or, x =.00235 or, A* =0.00235
ForA* =0.00235, O =428, Qf =623, O =449
Hence thé 'optimai production quantities for products 1, 2 aid 3 are 428, 623 and 449 ‘units
respectively.
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x-6 _ 5-6
640-617.4 663.3-617.4

or, xX-6= or, X = 5.5 (approx)

For this value of k*,

. \/ 2%5000x100

O =3 2x5.5%0.60 -

Q‘-J 2x2000x200
27V 24+2x5.5%x0.80

=502
1+2x5.5%0.45

' And Q;#\/leoooows

Hence the optimal lot-size of three machine parts A, B, C are @ =341units, (} =272 units and

Q; =502 units.

Example - 6 : ‘ ,
A company producing three items has a limited inventories of averagely 750 items of all types.

Determine the optimal production quantities for each item separately, when the following information

is given :

Product 1 2 3
Holding cost (Rs.) 0.05 | 0.02 | 0.04

. Ordering cost (Rs.) 50 40 60

Demand 100 | 120 | 75

Solution :

Neglecting-the restriction of the total value of inventory level, we get the optimal values Q,-*

for i-th item which is given by O/ = ,42%'—1—9—’-, i=1,2,3
ti
Hence, Q= ’M = 447
, - 005
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_This_s,torége spabe is greater then the available storage space 640 sq. meters. Therefore, we shall try to
find the suitable value of N by trial and error method for computing Qi* by using

t
Q_' - 2C3iDi g
"G 424 g,

’ 3
and Y aQ =640
i=t

'Ifwetake_x* =5

o= |- 2C,,D, g\/2x5000x100 354
_ - VG, +2x5xa,  V2+2x5x0.60

e [2%x2000%200
= J———————— =270
Q’_ \13+2x5x0.so o
0 = ’2x10000x75 ~522 ‘ '
1+2x5x0.45 : ' :
Hence the corresponding storage space is 0.60354+0.80270+0.45552 = 663.30 sq. meters. This storage

space is greater than the available storage space 640 sq. meters.

and

. Again, if we take A* =6, then .
o = /2x5(_)00x1‘00 ~1330
: 2+2x6x0.60
0 = ’2x2000x 200 =252 ‘
3+2%x6x0.80
and Q= 2x10000x 75 484
- \i 1+2x6x045
_Hence the corresponding storage space is 0.60330 + 0.80352+0.45484 = 617.40 sq. meters. which is
less then the available storage space 640 sq. meters.

' xHem‘:e it is clear that fhe most suitable value of 2* lies between 5 and 6.

Let us assume that the required storage space will be 640 sq. meters for A =x.

Now considering the linear relationship between the value of A" and the required storage space;

we havé
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items

Cost per unit (Rs.) 10 15 | 5

Storage space required | 060 | 0.80 | 0.45
(sq. meter/unit)

Ordering cost (Rs.)
100 | 200 75
(C3)
No. of units _
' 5000 | 2000 | 10,000
required/year

The carrying charge on each item is 20% of unit cost.

Solution : Considering one year as one unit of time, we have,
the carrying charge of A (C) = Rs. (20% of 10) = Rs. 2.00,

carrying charge of B (C12) = Rs. (20% of 15) =Rs. 3.00
carrying charge of C (C}3) = Rs. (20% of 5) = Re. 1.00

Now, without considering the effect of restriction on storage space availability, the 0ptimal value O

of i-th item is given by Q,' = 293’—1—)#, i=1,2,3
. L 1
g = \/20,(:_,, _ szsooonoo _ 707
C, 2
Q; - 2x2.0(;0><200 =516

0; =/2x10000x 75 =1225

Then the total storage space required for the above values of Q,'* (i=1,2,3)is

3
* * (] a
ZaiQ: =aQ +a,0, +a 0

i=d
= (0.60707+0.80516+(,.451225) sq. maters
= 1388.25 sq. maters
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L= Z{ C.0 % C3,D,/Qj+X}~ZC4,Q M}

il i=l

where A(>0) is the Lagrange mﬁltiplierf

The necessary conditions for L to be minimum are
oL
o0,

and —‘?—L—=O
oA

=0,i=1,2,..,n

Now from oL _ 0, we have

1

2
0 = ~——2—~C:3£L~ ,i=12,...n
C, +24C,

Again, from % =0, we have
oA

Zq,g, ~M=0 or ZQ,Q M

i=]

Hence the'optimum value of Q; ‘1s' given by

v
I 20 T | |
o e 10
g [c,,.+2,1‘q,] | (10)
and N0 =M | | : | (11

in]

Thus the values of Q' are obtained from (10) subject to the condition given by (11) where the optimal

value A* of A can be found by either successive trial and error method or linear interpolation method.

Example - 5 :
A workshop produces three machine parts A, B, C and the total storage space avaxlable is 640 sq.

meters. Obtain the optimal lot-size for each item from the following data:
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coe 20,0 T2 ' SRR
= | , = 15 2, eevy . ’ ' 7
g [CH +24 a,] I v g ‘ _ : )
and  YaQ =4 ' | S ®

j=}
To obtain the values of (' from (7) we find the optimal value A* from A by successive trial and error
method or linear interpolation method subject to the condition given by (8). The equation (8) implies

that Q,' must satisfy the inventory constraint in equality sense.
06153, Umitaﬁoxi‘ on investment =

In this case, there is an upper limit M on the amount to be invested on inventory. Let Cy; be the

unit price of the i-th item then
2.Cu0 <M | ©
in)

Now two possibilities may arise : N |

Case -1: When Y C, 0 <M

I=1

In this case, the constraint is satisfied by Q*,- automatically. Hence the optimal values of Q*,- (i=12,

..., 1) are given by

. [G.D,
Q - . Cli

~ Case-II: When ) C,0 >M

i=l
In this case, our problem is as follows : | |
Minimize C = ZB— C,0 +Cy,D,/ Q,]subject to the constraint (9). - |
‘ j=l” ‘ ' S

To solve it, we shall use the Lagrange multiplier method and the correSpbnding Lagrangian

function is
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In this case, the optimal values @ (i=1,2, .., n)givenby @ = 2—%—‘9— satisfy the constraint (5)
Vi

directly. Hence these optimal values o ; are the required values.

Case -2 : When Y a0 > A

i=t
- In this case, we have to solve the problem as follows :
Minimize C=>:B-C,,.Q, +C,D, /Q,] |
im]
subject to the constraint (5).
To solve it, we shall use the Lagrange mulupher method and the corresponding Lagrangian

function is

L= Z[ C,0 +C,, ,/Q]+/’L[ZaQ A]

i=l

where A (>0) is the Lagrange multiplier.
The necessary conditions for L to be minimum are

——aé-—O, i=1,2,..,n

00,

and %L =0
o1

Now from oL =0, we have
1 C,,D,
—C. - , 3
g

2

N oL
Again, from —— =0, we have

o0

i

t+Ada,=0,i=1,2,..,n (6a)

Ya0-4=0 | | )

iwl

Solving (6a) and (6b), we have the optimal values of ¢ as
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|
z@ar.

or, (= ’:C" +24

Again, from % =0 we have

ZQ ~2k= Oor,ZQ, 2k

Il in}

Hence the optimum value of Q; is

. 2C3,.b,. id | | _
Q.i —.'[Cu"'z'{'] o ©)
and ig=n R | @

inl

To obtam the values of Q, from (3) we ﬁnd the optimal value of A" of A by successive trial
and error method or linear. mterpolatlon niethod subject to the condmon glven by (4). This equatlon '

“4) 1mphes that Q] must satisfy the inventory constraint in equiality sense.

O 6.1.5.2 Limitation of floor space (or Warehouse capacity)
~ Here we shall discuss the multi-item inventory model with the limitation of warchouse floor

space. Let 4 be the maximum storage area avanlable for n different items, a; be the storage area

required per unit of i-th item, g, be the amount ordered for the i-th item.

Thus the storage requirement constraint becomes

Za,Q SA Q,>O

i=l

or, Za,.Q,- -A50 A (%)
Now two possibilities may arise : B

Case-I : When ZaQ <4

i=]
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5 ZQ, <k [Since the average number of inventory at any time for an item is +{J, Jd

i=l .

or, Y 0 ~2k<0 | o . ().
i=l ’ : .

Now two cases may arise

Case - 1 : When -;—ZQ,' <k

=l

In this case, the optimal values Q* i(i=1,2,..,n) given by

2C,D,

Q ) Cli

satisfy the constraint directly.
1 n . '
- Case - I : When EEQ, >k
In this case, we have to solve the follbwing problém :
Minimize C = Z[-% C.Q+C,D, /0]
' 1=

subject to the constraint (2).
To solve it, we shall use the Lagrange multiplier method and the corresponding Lagrangian function is

L= Z[‘;‘Cngi +Cy D, /Q/]"'Z'[Sf‘_', O, V“ 2k]

where A(> 0) be the Lagrange multiplier.

The necessary conditions for L to be minimum are

--ql—i=0, i=1,2,..,n and ?£=0 ,
oA

4

Now, from oL =0 we have

"I'C,, — thzDi
Q

+A=0,i=1,2, .1
2
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(v) T; be the cycle length.
Let () be the ordering quantity of i-th item.
" Then, Q =DT, or,T,=Q,/D,

: : . AU |
Now, the total inventory time units for the i-th item is —iQ,Y}.
Hence the inventory carrying cost for i-th item over the inventory cycle is E.C,,Q,Y:.
Therefore, the average cost for the j-th item is

€ =1C,+3COTVT,

or, C C3,D [Q+= C'hQ,

Hence the total average cost for n 1tems is ngen by
C=)C,
=1
N ]
or, sz[cﬁ.l)i/ O """Z‘.Cwa]
=

Here C is a function of O, 05, ... @y, -
For optimum values of Q; (i = 1, 2, ..., n), we must have

8C18Q, =0

€. 2C,~CyD, /01 =0

2C,D.
or, O = |72
C
Hence the optimum value of Q;is Q' = WZCé, D, )
i i

O 6.1.5.1 Limitation on inventories
If there is a limitation on inventories that requires that the average number of all units in
inventory should not excéed k units of all types, then the problem is to minimize the cost C subject to

the condition that
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Solution:
For this problem, it is given that
Cy = Rs. 0.15 per month, C5 = Rs. 20 per month, C3 Rs. 500.00 per setup, K = 3000 per month, D =

18000 units per year i.e., 1500 units per month

The optimum manufacturing quantity Q* is given by

0 - 2C. (c +C,) _ \/2><500x(o::-15+20) 3000x1500 _ , 4eq units(approx.)
K D 0.15x20 3000-1500
The optimum shortage quantity is given by |
S, =C, K=D_ Q2 17 units (approx.)
- K (C+(Cy)) -
- Manufacturing time = »Q— = 4489 _ =1.5 months and the time between setups %— = ;‘:33 =3 months.

K 3000

O 6.1.5 Multi-item Inventory Model

So far we have solved the invehtory models for single item or each item separately but if there exist a
relationship among the items under some limitations then it is not possible to consider them separately.
Thus after constructing the average cost expression in such models, we shall use the method of
Lagrange multiplier to minimize the average cost.

In all such problems, first of all we shall solve the problem ignoring the limitations and then

consider the effect of limitations.
Now, we shall develop multi-item inventory model under the following assumptions and

notations : '
(i) There are n items with instantaneous production i.e., the production rate of each item is infinite.

(it) Shortages are not allowed.

Fori-th(i=1,2,..,n)item:
(iii) D; be th_e uniform demand rate.

i

(iv) The inventory cérrying cost, Cj; per unit quantity per unit time and the ordering cost, C3; per order

" are known and constant. P
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2G,(C, +C) KD o |
o) \/ XD , (32)
. [2cq, \/D(K—D) |
| and S; = \/C CioV % (33)
T.zg—:z 2C(C,+C,) K (34)
D cc, D(K-D)

._K-D_. 2C,C, [D(K-D) |

Si= K 0 -5,= \/C(C +C,) K (33)

Now Gy =C@',55) = \/ZCCC A | (36)

Remarks: »
(i) In this model, if we assume that the production rate is infinite i.e., K —>oo, then the optimal

quantities by taking K ~»w in (32), (34) and (36) are -

0 = 2c3(c,+c2)D = 2GEHG) 2G,C,C.D
GG, ’ cG,D C+C,

This means that Model — 4 reduces to Model - 3 if K —»c0.
(ii)  If shortages are not allowed in Model - 4, then it reduces to Model — 3. In this case, taking

“*

C2 ~  in (32), (34) and (36) we obtain the required expressions of model — 3 which are as

| follows :
0 - 2C,KD  2CK 2CC D(K - D)
C(K-D)’ C.D(K = D) D) K
Example - 4.

The demand for an item in a company is 18000 units per year. The company can produce the item at a
rate of 3000 per month. The cost of one set-up is Rs. 500 and the holding cost of one unit per month is
Rs. 0.15. The shortage cost of one unit is Rs. 20 per month. Determine the optimum manufacturing
quantity and the shortage quantity. Also determine the manufacturing time and the txme between

: setups
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K-D
Since the total quantity produced over the time period T'is Q,
Q= DT where D is the demand rate
or, D(t] + tz + t3 + t4) Q

and S, =(K-D)t, oty =—2— : SO L4

or, D( al ' 32 ) @)
K-D ' D D ‘
After simplification, we have S, +S, = K Q : S L (6)
K K |
Again, t, +1, = ——§ d ¢, +t, = —e——r3~8. (27)
gam, I, +1, D(KX-D) | ana L+, DK - D) 2 Y (27
Now substituting the values of t; + t, t3 + t4 and T = O/D in (21), we have
CQ,5,,S,) = ———CS, CS2 ' 28
(Q 5= 2Q ( ) Q , B CER T I %
Using (26), the above reduces to . i _
% [(k-D,, .V .ol DC | o
C(Q,S. =81 +C8 |+ == 29
(Q)2QKD['(KQ *) ,”},Q | PR o
Now, for the extreme values of C(Q, Sz); we have
BC oC
=0, —=0
a0 s,
8C K-D |
5@-«0 m\phes 8y = C) ——— 7 C‘fC , _ , (30)
Again, 6;.; =0 gives Q= \/ZC (G +G) .KKDD | ' &3))

For these values of Q and S, given in (31) and (30), it can easily be verified that

OC o TC,q g IC TC(2C T,
Q" oS! L8 ast \opes,)
Hence C(Q, S,) is minimum and the optimal values of () and S, are given by
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© Let us assume that each production cycle of length T c";ons‘ists:" of two parts t{9 and ty4 which are

further subdivided into t; and ty, t3 and t4 where () in‘x;ento}y"_.i;é,v‘-bruifdv‘ing up at.a constant rate K ~ D
units per uﬁi.t time during the interval [0, t;], (ii) at time t =1}, the production is stopped and the s‘to‘c,k
level decreases due to meét up the custpmer;s d_'emaixd only upto the time t = )+ by, (ii;) Shortages are
accumulaied at a constant rate of D units per unit time during the timé t3 ie., duringk the interval [tyo,
tya + i3], (iv) Shortages are being filled up immediately at a constant rate K D units per unit time
during the time t4 ie., durmg the interval [112 + 13, t34]. (V) The productlon cycle then repeats itself
after the time T =t} + 1ty +t5 -+ ty. ' | '

Again, let the inventory level is S, att= t; and at the end of time t ='t; + t,, the stock level
reaches to zero. Now shortages start and suppose that shortages are build up of quantity S, at time t =
4 +‘t2 +tq and. then theée Shortages be filled up upto the time t = ty + ty + t3 + t4. The pictorial

representation of the inventory situation is given in Fig. - 4.

Now our objectives are to find the optimal value of Q, Sl’ Sz, ty, ‘2’ t3, t4 and T with the

minimum average total cost.
Now the inventory carrying cost over the time period T is given by

C,=C,xA0AC=C,. QOCAB C (1 +4)S,

- and the shortage cost over time T is given by

Cy =C,x ACEF = Cg-“;*CF.EH, =%Cz(’3 +1,)5; .

Hence the total average cost of the production system is given by

C=[C,+C,+C /T | Q1)
From Fig, - 4, itis clear that S, =(K-D)t, or,f, = KS‘D': @)
Again, S, =Dt, or, 12:—5 S e e (23)

~2

Now, in stock-out situation, S, =Dr, or, ¢, =>~5—
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Q 6.1.4 Manufacturing model with shortage or Economic lot-size model with finite rate of

replenishment and shortages (Model-4)

{n this model, we shall derive the formula for the optimum production quantity, shortage quantity and
cycle length of a single product by minimizing the average cost of the production system under the
following assumptions and notations: |

(i) The production rate or replehishment rate is finite, say K units per unit time (K > D).

(ii) - The production — inventory planning horizon is infinite and the production system involves

only one item and one stocking point. ‘

(iii) Demand of the item is deterministic and uniform at a rate D unit of quantity per unit time.

(iv) Shortages are allowed.

(v) Lead time is zero.

(vi) The inventory carrying cost, C; per unit quantity per unit time, the shortage cost, C, per unit

quantity pef unit time and the set up cost, C5 per set up are known and constant.

(vii) T be the cycle length of the system i.e., T be the interval between production cycle.

(viii) Q be the economic lot-size.
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s o 2C.C.D
Again, the optimum shortage quantit -8 =3857-~ | =223
g p ! ge quantity Q' -5, 1/C,(C,+AC2)

1357 [2x5x400x18000
12x(1.2+5)

= 746 units (Approx.)

=(.214 year (Approx.)

. O 3857
Optimal cycle length 7° = £ = 3857
ptima c?'c e length 7' D = 18000

Example -3 :

The demand for an item is deterministic and constant over time and it is equal to 600 units per year.
The unit cost of the item is Rs. 50.00 while the cost of placing an order is Rs. 100.00. The inventory
carrying cost is 20% of the unit cost of the item and the shortage cost per month is Re. 1. Find the

optimal ordering quantity. If shortages are not allowed, what would be the 16ss of the company?

Solution: 1t is given that D = 600 units/ year
C{ =20% of Rs. 50.00 = Rs. 10.00

Co =Re 1.00 per month i.e., Rs. 12.00 per year
C3 = Rs. 100.00 per order

When shortages are allowed, the optimal ordering quantity Q* is given by

o} \/ZC (C +Cy)D =148 units

and the minimum cost per year is C(Q" )= JZC G,C. D/(C +C } =Rs. 809.04
If shortages are not allowed, then the optimal order quantity is

Q' = 2GD 109.5 units
. C’

- and the relevant average cost is given by C(Q")= Rs.J2C,C,D =Rs. 1095.44

Therefore, if shortages are not allowed, the loss of the company will be Rs. (109.44 - 809.04) i.e., Rs.
286.40.
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Remark: ’ _
)y IfCp - o and C2 > 0, invéntories are prohibited. In this case S,‘ = 0 and each lot-size

Q = 2?‘D is used to fill the backorders.

2

(ii) If Cy— o and C > 0, then shortages are prohibited. In this case, S =0 = -—él-~ and each

batch Q* is used entirely for inventory.
(iii) If shortage costs are negligible, then C; >0 and Cy — 0.
| In this case,: S, -> 0 and Q* - oc.‘ |
(iv) If the inventory carrying costs are negligible, then C; — 0 and C, > 0. Iq thié case, Q* —) % and
S; - wie., S; — Q*. Thus, due to very small inventory carrying costs, large lot size should.be
ordered and used to meet up the future demand. | o
(v) When the invéntory carrying éosts and shor!tage costs are equal i.e., when C) = C,, c ilC', = -%

2G,D which shows that the lot-size is V2 times of the lot-‘sizé of Model-1.

In this case, Q' =2

Example-2 .. ; _
The demand for an item is 18000 units per year. The inventory carrying cost is Rs. 1.20 per unit time
and the cost of shortage is Rs. 5.00. The ordering cost is Rs. 400.00. Assuming that the replenishment

rate is instantaneous, determine the optimum order quantity, shortage quantity, cycle length.

Solution : For the problem, it is given that demand (D) = 1800 units per year, carrying cost (C{) = Rs.

1.20 per unit, shortage cost (C5) = Rs. 5.00, ordering cost (C3) = Rs. 400 pér order.

 The optimum order quantity Q" is given by

. 2
o ‘/C(( ' +C,)D V[éx4oox(l13+55)xisooo - 385 7usits
X
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Case—-2:1In this.case, cycle length or scheduling peﬁod T is a variable. Like Case - 1, the average cost |

of the inventory system will be

2 _ 2 . ’ ’ . . .
C= C3+-]-C}§'—+1C2-(—Q-—§~)— /T : : PR (15)
2 D 2 D ‘ ‘
where 0 = DT

Here, the average cost C is a function of two independent variables T and Sy.

Now, for optimél value of C, we have

oC . ac
%0 and Loo
3, T |
oc . DT .
Now, — =0 es S =, ; 16
e T EYE S TR T | | (16)
o . ¢ 8 . DT-S C,(DT-S) G,
* Lo e “L Y 17
Again, =0 gives ~o s+ G ST a7

Putting §, =C, in above and simplifying, we have

(G +()

=T = 2G,(C, +G,) ~ (18a)
\_ CGD , , .
__[2cGD |
Then, S =8 = 2% , ‘ 18b
en - S=S C(C+Cy o v (18b)

Obviously, for the values of T and S| given by (18a) and ( 18b),

FC . &S gcoc ( oc }
—>0, —>0and - 0
ast et s ar \aser)

Hence C is minimum for the values of T and Sq gi\}en by (18a) and (18b). |
Therefore the optimum order quantity for minimum cost is given by

. N 2C,(C +C,) 2C(C,+C,)D ,
= DT =D 3\ 27 I\ 2 ‘ 19
¢ _ \/ c¢C,D GG, . v (19

0

and Cpp=C'=
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1 1
C (Area of AOAB) = —C; Syt = - Cy ${%D

—
S

»

Time

N

Figc - 3

A
<« t.——->\
G T —>

Again the shortage cost during the interval (t;, T) is

né—-—Q—> w)
»

C, (Area'of AACD) = —12— Cr(@-S(T-tp)

= _!. 2 .. _2-5
2C2(stl)/D [.T—t,—— 5 ]

Hence the total average cost of the system is givén by

2 2
C= _I_C‘.‘s_l_+lcz_(_g_'.‘§1.)__ /T : (13)
2 D 2 D

Since the set-up cost C3 and time period T are constant, the average set-up cost C3/T also being

constant will not be considered in the cost expression.
Since T is constant, Q = DT is also constant. Hence the above expression i.e., the expression for

average cost is a function of single variable 81. So, we can easily minimize the above expression (13)

with respect to Sy like Model - 1.

Go _ GDT and C.,, = CGQ _CG,DT (14) ‘
C,+C, C+C, C+G G+G

In this case, S, =
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IfK - ie., the production rate is infinite, this model reduces to Model - 1. Therefore, when K

— o, then Q‘, T" and Cinin reduce to the expressions for Q*, T" and Cinin of Model - 1.

O 6.1.3 Purchasing inventory model with shortages (Model - 3)

In this model, we shall derive the optimal order level and the minimum average cost under the
following assumptions and notations:

@ Demand is determiﬁistic and uniform at a rate D unit of quantity per unit time.

(i) Production is instantaneous (i.e., production rate is infinite).

(iii)  Shortages are allowed and fully backlogged.

(iv) Lead time is zero.
) " The inventory planning horizon is infinite and the inventory system involves only one item

and one stocking point. _
(vi) Only a single order will be placed at the beginning of each cycle and the entire lot is

delivered in one batch. . ‘

(vii) The inventory carrying cdst, C| per unit quantity per unit time, the shortage cost, C, per unit
quantity per unit time, the ordérjng cost, C3 per order are known and constant; _

(viii) Q be the lot-size per cycle where as S; is the initial inventory level after fulfiliing the
backlogged quantity of previous cycle and Q -S; be the maximum shortage level.

(ix) To be the cycle length or scheduling period whereas t; be the no shortage period.

According to the assumptions of (viii) and (ix), we have Q = DT.

Regarding the cycle length or scheduling period of the inventory system, two cases may arise:

Case — 1 : Cycle length or scheduling period T is constant.

Case — 2 : Cycle length or scheduling period T is a variable.

Case ~ | ; In this case, T is constant i.e., inventory is to be replenished after every time period T.'As t)
be the no shortage pgriod, S; =Dty, or,t; =8,/ D. o

Now, the inventory carrying cost during the period 0 to t is
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Therefore the total average cost is given by C‘(Q):-%(- .
. G 1 . |
Or, C(Qy==2+-CS
r, C(Q) T 3 | |
or, C(Q)-(QDJ«;C.K DQ [-.'Q=Drand~s:'K;DQJ P iy

_ " The optxmum of Q whlch minimizes C(Q) is obtained by equatmg the first denvatlve of C(Q) with

respect to Q to zero

ie, —=
or, -2, 1 £22
0 2Tk

N . -y
Again, & (; C"‘,D =+ ve quantlty for Q = |25 DK
dQ o » G K-D D
Hence C(Q)is 'minimum for whlch"the”optlmum value of _Q is

9

(10)

D \C D(K D)

and the minimum average cost is given by j
cmm=-1-§--—l9-cg SO hocp®2 | (11)
2 K Q K , :
Remark: | “

| (i) For this model, Q T. and C can be wntten m the following form

c 1- D/K - \DC 1-DIK

. 2c 1 o
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0 < ti—3> M&~tu—> B

Fig._-2

- In this model, each production cycle time T consists of two parts ¢ and 7, where
(i) 1 is the period during which the stock is growmg up a constant rate X ~ D units per unit ume
(i) 12 is the period during whxch there is no replemshment (or product,on) but mventorv is decreas"lg

at the ratc of D units per unit time.
- Further, it is assumed lhat S 1s the stock available at the end of time ¢, wh'ch is expec‘ed to be

- consumed durmg the remaining period ¢ at the consumption rate D.

Therefore, (K- D)t ;=8

or,  f = _ B 5

' K-D 3 - S e
Since the total quantity produced during the production'period tyisQ,

’, Q = Ktl ‘
or, Q=K which implieks S= K- DQ 3 B (6)
T . K-D v ‘ K _ _ :
Again, = DT le, = _Q_
D

Now the inventory carrying cost for the entire cycle T is (AO4B)C, = -?I—T SC,
and tue setup cost for time period Tis C3.

Therefore, the total cost for the entire cyde Tisgivenby X =C; +é— C’,ST
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Invehtory carrying cost = interest costs + Deterioration and Obsolence costs + Storage costs
. 1000 , | , '
={0.06 +0.004 + 5000 rupees per unit per year = Rs. 0.264 per unit per year

Hence the economic order quantity is given by

26,D \/2x1500x5000
0.264

,'“ [ )
0 = V c =753.8(approx.) : . .

Also, the minimum average cost is

J2CC.D = Rs/2% 0.264x1500% 5000 = Rs.1989.97( Approx.)

Q6.1.2 Manilfacturing model‘with no shortages or economic lot-size model with finite rate of

replenishment and without shortage (Modél -2)

In this model, we shall derive the formula for the optimum production quantity per cycle of a
single piodu,ct so as to minimize the total average cost under the following assﬁmptions and notations:

(1) Demand is deterministic and uniform at a rate D unit of quantity per unit time.

(ii) Shortages are not allowed.

(iii) Lead time is zero.

(iv) The prodﬁction rate or replenishment rate is finite, say, K units per unit time (K > D).

(v) The production — inventory planning horizon is infinite and the production system involves
‘only item and one stocking point. ' »

(vi) The inventory carrying cost, C; per unit quantity per unit time, the setup cost, Cy per

production cycle are known and constant,

(vii) T be the cycle length and O, the economic lot size.
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(iii) In the above model, if we always maintain an inventory B on hand as buffer stock, then the

average inventory at any time is % Q+B . Therefore, the total cost per unit time is

D

As before, we obtain the optimal values of Q and T as follows:

. [2cD . [2C
= = [—2— and T=T = |—>
g=0 c DC

(iv) In the above model, if the ordering cost is taken as C 3 + b0 (where b is the purchase cost per unit

quahtitj) instead of fixed ordering cost then there is no change in the optimum order quantity.

Proof : In this case, the average cost is given by

1 D
C(Q)=§C|Q+5(C’3 +50) | OF
The necessary condition for the optimum of C(Q) in (4), we have
C'(@)=0 implies 0= 22w C"©)>0.
. ] )
‘ 2C.D
H = [Z™
ence O C

o‘ . o *, . .o - . o
. This shows that there is no change in Q * in spite of change in the ordering cost.

Example 1 : '
An engineering factqry consumes 5000 units of a component per year. The ordering, receiving and

handling costs are Rs, 300 per order while the trucking cost is Rs. 1200 per order, Interest cost Rs.
0.06 per unit per year, Deterioration and obsolence cost Rs. 0.004 per unit per year and storage cost
Rs. 1000 per year for 5000 units. Calculate the economic order quantity and minimum average cost.

Solution : In the given problem, we have demand (D) = 5000 units
Ordering cost / Replenishment cost = Ordering, receiving, handling costs and trucing costs = Rs. (300

+ 1200) = Rs. 1500 per order
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ie., ac =0 or, lCl _GD_ 0
dQ . 2 Qo
- 2C,D
or, = [T
B )
2
Again, d C(ZQ) = 26,0 Q= ’_2-—(22_{2 which is + ve for Q = 26D
2 do 0 C . C
‘Hence C(Q) is minimum for which the optimum value of Q is
_«_ [2GD - | _
Q C | 3)

This is known as economic lot size formula or EOQ formula. The corresponding optimum time

interval is T .—:.Q__ - 2C,

D \CD
| » o CD 1., 7
and the minimum cost per unit time is given by C,,, = ——Q—,—- + EC'Q =42CC,D.
This model was first developed by Ford Harris of the Westing House Corporation, USA, in the
year 1915. He derived the well-known classical lot size formula (3). This formula was also
developed independently by R.H. Wilson after few years and it has been named as Harris ~ Wilson

- formula.

Remark :

Directorate of Distance Education

(i) The total inventory time units for the entire cycle T'is -2- QT, so the average inventory at any time is

1 1

~OTIT==0Q

2 0 : 2 0 . , , \

(ii) Since Cy > 0 from f{Q) = % C;Q it is obvious that the inventory carrying cost is a linear function
of Q with a + ve slope i.e., for smaller average inventory, the inventory can‘ying‘cdsts are lower. In

; CD . . G "
contrast, g(Q)= _JQ__ i.e., ordering cost increases as O decreases.
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Let us assume that an enterprise purchases an amount of Q units of item at time t = 0. This amount
wxll be depleted to meet up the customer’s demand Ultimately, the stock level reaches to zero at
tlme t="T. The inventory situation is shown in the Fig. - 1. .

Clearly, Q=DT | | W

. ' : ‘ ' ) 1
Now, the inventory carrying cost for the entire cycle T is Cy x(area of AAOB) = C,. (—2— QT =

1 _ ' ,
fi €197 and the ordering cost for the said cycle T i_s Cs.

LD =
—

=00 AT =T Time
o Fig. - 1 o
Hence the total cost for time T is given by
X=Cy+=C,0T
02
X
I“xerefore the total average cost is given by C(Q) = T
_ G 1
or, C(Q)=‘};-+§QC1
or, C(Q)--é-~ —~CQ : [ 0= DT T—-—Q] {2)

‘li2s optinum value of Q which minimizes C(Q) is obtainzd by equating the first desivative of C7,

with respect ta { to zero.

114 ' ‘ ' Directorate of Distance Education



v erevee v Module No. 112 : Advanced‘Optimization And Operational Research - Il

(ii) Probabilistic inventory models |
These are the inventory models in which the demand is a random variable having a known probability

distribution. Here, the future demand is determined by collecting data from the past experience.
(1 112.6.1. Deterministic inventory models
There are different types of models under this category, namely

(a) Purchasing inventory model with no shortage

®) Maﬁufacturing inventory model with no shortage

(c¢) Purchasing inventory model with shortages

(d) Manufacturing model with shortages

(e) Multi-item inventory model

(f) Price break inventory model
(3 6.1.1 Purchasing inventory model with no shortage (Model-1)

In this model, we want to derive the formula for the optimum order quantity per cycle of a single
product so as to minimize the total average cost under the following assumptions and notations: - _
)] Demand is deterministic and uniform at a rate D units of quantity per unit time.
(i)  Production is instantaneous (i.e., production rate is infinite).
(iii)  Shortages are not allowed,
(iv)  Lead time is zero.
(v)  The inventory planning horizon is infinite and the inventory system involves only one item
and one stocking point.
(vi)  Only a single order will be placed at the beginning of each and the entire lot is delivered in
one batch. 4 _
(vii) The inventory carrying cost, C; per.unit quantity per unit time, the ordering cost, C5 per
order are known and constant.
(viii) T be the cycle length and Q, the ordering quantity per cycle.
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stoeks are held. This cost generally includes the costs such as insurance, taxes, obsolescence,
deterioration, rent of warehouse, light, heat, maintenance and interest on the money locked up.
Shortage cost or Stock out cost .

The shortage cost or stock out cost is the penalty incurred for being unable to meet up a
derand when it occurs. This cost arises due to shortage of goods, lost sales for delay in meeting up'the
demand or total inability to meet up the demand. In the case, where the unfulfilled demand for the
goods can be satisfied a latter date (backlogging case), this cost depends on the shortage quantity and
detaying time both. On the other hand, if the unfulfilled demand is lost (no backlogging case); shortage
<ost becomes proportional to the shortage qﬁantity only. In.both cases, there is a loss of goodwill

which can not be quantified for the development of mathematical model.

Disposal cost
When an amount of some units of an item remains excess at the end of inventory cycle and if

this amount is sold at a lower price in the next cycle to derive some advantages like clearing the stock,

winding up the business, etc., the revenue earned through such a process is called the disposal cost.

Salvage values

During storage, some units are partially spoiled or darmaged i.e., some units loose their utility
p-artially. Tn a developing country, it is normally observed that some of-these are sold at a reduced price
(iess than the purchase price) to a section of customers and this gives some revenue to the

rnanagement. This revenue is called the salvage value.
4 112.6. CLASSIFICATION OF INVENTORY MODELS

The inventory problems (models) may be classified into two categories.

{i) Deterministic inventory models
These are the inventory models in which demand is assumed to be known constant or variables

(dependent on time, stock-level, selling price of the item, etc.). Here, we shall consider deterministic

inventory models for known constant demand. Such models are usually referred to as Economic lot-

size models or Economic Order Quantity (EOQ) models.
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varies with the size of stock and the duration for whxch the stress is apphed Items made of glass
china-clay, ceramie, mud etc, are examples of such products.

Perishable items are those which have finite life time (fixed or random). Fixed life time product
(e.g. human blood, etc.) has a deterministic self life while the random life time scenario is closely
rel‘?lted‘ to the case of an inventory which experiences continuous physical depletion due to

deterioration or decay.

Various types of inventory costs
{nventory costs are the costs associated with the operation of an inventory system and result

from action or lack of action on the part of management in establishing the system. They are basic

economic parameters to any inventory decision model.

Purchase or Unit cost ‘
The purchase or unit cost of an item is the unit purchase price to obtain the item from an

external source or the unit production cost for the internal production. It may also depend upon the
demand. When production is done in large quantmcs, it results in reduction of production cost per unit.

Also, when quantity discounts are a]lowed for bulk orders, unit price is reduced and depcndcnt on the

quantity purchased or ordered.

* Ordering / set up cost

The ordering or set up cost originates from the experience of issuing a purchase order to an
outside suppher or from an internal productxon set up costs, The ordering cost includes clerical and
administrative costs, telephone charges, telegrams transportation costs, loading and unloadmg costs
etc. generally, this cost is assumed to be mdependem of the quantity ordered for or produced. In some

cases, it may depend on the quantity of goods purchésed because of priée break or quantity discounts

or transportation cost, etc.

Holdmg or Carrymg cost
The holdmg or carrying cost is the cost associated with the storage of the mventory until 1ts use’

or sale. It is directly proportional to the amount / quannt) in the inventory and the time for which the
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Constraints .
Constraints are the limitations imposed on the inventory system. It may be imposed on the

amount of investment, available space, the amount of inventory held, average instantaneous

expenditure, number of orders, etc.

Fully backlogged / partially backlogged shortages

During stock out period, the sales or goodwill may be either by a delay or complete refusal in
meeting the demand. If the unfulfilled demand for the goods is satisfied completely at a later date, then
it is a case of fully backlogged shortage i.e., it is assumed that no customer balk away during this
period and the demand of all these waiting customers is met up at the beginning of the next period
gradually after the commencement of next production.

Again, it is normally observed that during the stock out period, some of the customers wait for

the product and others balk away. When this happens, the phenomenon is called partially backlogged

shortages.

Lead time ‘
The time gap between the time of placing an order or production start and the time of arrival of

goods in stock is called the lead time. It may be a constant or a variable. Again, variable lead time may

be probabilistic or imprecise.

Planning / time Horizon
The time period over which the inventory level will be controlled is called the time / planning horizon.

It may be finite or infinite depending upon the nature of the inventory system for the commodity.

Deterioration / Damageability / Perishability .
‘Deterioration is defined as decay, evaporation, obsolescence and loss of utility or marginal

value of a commodity that results in the decreasing usefulness from the original condition. Vegetables,
foodgrains and semi conductor chips, etc. are examples of such products.
Damageability is defined by the damage‘when'the items are broken or loose their utility due to

the accumulated stress, bad handling, hostile environment etc. The amount of damage by the stress
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(J 112.5, BASIC TERMINOLOGIES IN INVENTORY

The inventory system depends on several system factors and parameters such as demand,

replenishment rate, shortages, constraints; various types of costs etc.

Demand
Demand is defined as the number of units of an item required by the customer in a unit time

and has the dimension of a quantity. It may be known exactly or known in terms of probabilities or

may be completely unknown.
The demand pattern of items may be either deterministic or probabilistic. Problems in which

demand is known and fixed are called deterministic problem. Whereas those problems in which-the
demand is assumed to be a random variable are called stochastic or probabilistic problems.

In case of deterministic demand it is assumed that the quantities needed over subsequent
periods of time are known exactly. Further, the-known demand may be fixed or variable with time or
stock levél or selling priée of an item etc.

Probabilistic demand oc¢curs when requirements over a certain period of time are not known
with certainty but their pattern can be described by a known prc’ bility distribution,

In some cases, demand may also be represented by uncertain data in non-stochastic sense i.e.,

by vague / imprecise data. This type of demand is termed as fuzzy demand and the system as a fuzzy

system.

Replenishment
Replenishment refers to the amount of quantities that are scheduled to be into inventories, at the

time when decisions are made about ordering these ‘quantities or to the time when they are actually
added to stock. It can be categorized according to size, pattern and lead time. Réplcnishmcnt size may'
be constant or variable, depending upon the type of the inventory system. It may depend on time,
demand and / or on-hand inventory level. The replemshment patterns are -usually instantaneous,

uniform or in bateh. The replenishment quantity agam may be probabilistic or fuzzy in nature.
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O 1124. TYPES OF INVENTORY

There are different types of inventory, namely:
(i) Transportation inventories, (ii) Fluctuation inventories, (iii) Anticipation inventories, (iv) De-

coupling inventories, (v) Lot-size inventories.
L}

Transportation inventories
This arises due to transportation of inventory items to various distribution centres and

customers from the various production centres. When the transportation time is long, the items under

transport can not be served to customers. These inventories exist solely because of transportation time.

Fluctuation inventories
These have to be carried because sales and production times can not be predicted accurately. In

real-life problems, there are fluctuations in the demand and lead-times that affect the production of

items.

Anticipation inventories
These are building up in advance by anticipating or foreseeing the future demand for the season

of large sales due to a promotion programme or a plant shutdown period.

De-coupling inventories
The inventories used to reduce the interdependence of various stages of production system are

known as de-coupling inventories.

Lot-size inventories
Generally, the rate of consumption is different from the rate of production or purchasing.

Therefore, items are produced in larger quantities which result in lot-size, also called as cycle

inventories.
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model. We do not know what the real world is. Therefore, it is almost impossible to construct a
realistic model with complete accuracy. For this reasons, some approximations and simplifications
must be used during the model building process. Again, the solution of the inventory problem is a set
of specific values of variables that minimizes the totai (or average) cost of the system or maximizes the

total (or average) profit of the system.

Q 112, 2. OBJECTIVES
In this unit, our objectives are to
o discuss the concepts of inventory as well as the various forms of inventory and reasons for
maintaining inventories. '
e define the diﬁ'erent terminologies of inventory like demand, replenishment, constraints,
shortages, lead t-ime, planning/time horizon, various types of inventory costs.
e derive the single item purchasing and manufacturing inventory models with and without
shortages.
e ~determine the optimal order quantity for single item price break inventory models and multi-
item purchasing model with different constraints like investment, average inventory and space
 constraints, | '
e introduce the prdbabilistic models for discrete (well known Newspaper-boy problem) and
continuous cases. -

e discuss the fuzzy inventory model with fuzzy non-linear programming.
0 112.3. KEYWORDS

Inventory, producti’oﬁ, customer, commodity, resource, buffer stock , supplier, raw material, demand,
replenishment, constraints, backlogged shortages, lead time, planning/time horizon, deterioration,
perishable items, Damageability, ordering/set 'up cost, holding cost, shortage cost, disposal cost,
salvage value, E.0.Q. model, price break, probabilistic demand, fuzzy membership function, fuzzy

goal, fuzzy costs.
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(vi)  to plan overall operating strategy through decoupling of successive stages in the chain of
acquiring goods, preparing products, shipping to branch warehouses and finally serving the
customers. |

- (vii) - to motivate the customers to purchase more by displaying large number of goods in the

showroom / shop. '

(viii) to take the advantages in purchasing of some raw r‘natetials‘and some commonly used
physical goods (such as paddy, wheat etc.) whose prices seasonally fluctuate. In this
connection, it is more profitable to procure a sufficient quantity of these raw materials /

commonly used physical goods when their prices are low to be used later during the hlgh

- price season or when need anses

Production / Inventory planning and control is essentially concerned with the design-operation
and control of an inventory system in any sector of a given economy. The problem of inventory control
is primarily concerned with the following fundamental questions:

(1)  Which items should be carried in stock? or which items should be produced?
(ii)- How much of each lo'f these items should be ordered / produced?
(i) When should an order be placed? or when to produce?

(iv) What type of inventory control system should be used?

In practice, it is a formidable task to determine a suitable inventory policy. Regarding the
above-mentioned questions, an inventory problem is a problem of making optimal decisions. In other
words, an inventory problem deals with decisions that optimize either the cost function (total or |
average cost) or the profit function (total or average profit) éf the inventory system. However, there are
certain types of problems, such as those relating. to the storage of water in a dam in which one has no
control over the replenishment of inventory. The supply of inventory of water in a dam depends on

rainfall and the organization operating the dam has no control over it.
Our aim is to formulate mathematical models of different inventory control systems and to

solve those using different mathematical analysis. For this purpose our task is to construct a. .
mathematical model of the mventory system. However, this type of model is based on dlfferent

assumptions and approximations. It is difficult both to devise and operate with an exact / accurate
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)
0 6162 Purchasing it{vehtory model with two price breaks
O 6.2 Probabilisticinvéntory models
O 6.2.1 Single period model with continuous demand (No set-up cost model}
() 6.2.2 Single period inventory model with instantaneous demand (No set up cost model) -
‘ Q63 Fuzzy inventory: model | |

L1 112.7. Self assessment questions
LJ 113.8. References

U 112.1. INTRODUCTION

.In broad sense, inventory is defined as an idle resource of an enterlprise./ company / manufacturing
firm. It can be defined as a stock of physical goods, commodities or other economic resources which
are used to meet up the customer’s demand or requirement of production. This means that the
inventory acts a buffer stock between a Qupplicr and a customer. |
The inventory or stock of goods may be kept in any one of the following forms:
(i) Raw materials 3
(ii) Semi-finished goods (work — in — process inventory)
(iii) Finished (or produced) goods _
(iv) Maintenance, repair and operating supplies (MRO) items
In any sector of an economy, the control and maintenance of inventory is a problem common to all
organization. Inventories of physical goods are maintained in government and non-government
establishments e.g., Agriculture, Industry, Military, Business, etc. |
Some reasons for maintaining the inventories are as follows:
@) to conduct the smooth and efficient running of business. ‘
(ii)  to provide the customer service by meeting their demands from stock without delay.
~ (iii)  to earn price discount for bulk purchasing.
(iv)  to maintain more stable operating and / or workforce.

"(v)  totake the financial advantage of transporting/shipping economics.
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ENPEY2
are satisfied by choosing F(x)= 27’ 0y
: 1 L<x<

7 o
I fact, TxdF 4
p ac ";cos x (x) fcos?xd o +. %cos?xd(l)

s 2::
: 71 sin7x |7
27 7T 4

=0

o .‘ e 7x P
d dF (x)=[7 sin7xd| == |+ [,si
ép £sm7x ‘F(J_c‘)_’fs_x»n%}cd - +'%sm7xd(l_)

n S
70 cos7xT7 7, .
. e (1 1) = 0
27[ . 7 0 - 2 ,( )

Similarly it can easily be verified that

» 8y 0<y <27r
G
(y) 27
»1. —§—<y<l

isan optlmal strategy for the player-2.

Note: Thisis: example of a game where there exists infinite number of optnmal strategxes.
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These are satisfied by F, (x)'z ®(x - :)
Similarly, f}, (x) sat;s-ties

1= [n(e) aF, ()= ggos7tdpﬂ(:)

0= [r(r) dj?,, ()= [sin7rdFy ()
These are satisfied by F, (x) = O(x) or ®(x—-g—77£)

Hence an optimal strategy for the player-1 is t, (cos7t,sin7t,)

cither F’(x)= %@(x —--g-) +~;—®(x)

]

RN ) 1o, 27)
or, F'(x) E@(x—7)+‘2—®(x-7) ‘ . t(cos7t,,sin7t,)

Hence, we can also write

0 7, Tt :
~1feos7hy  1costh, where t, =t, == 01,1, <1
0/  2\sin74 ) 2\sin7t, : 7

Hence a most general optimal strategy for the player-1 is |
F' (x) =-;-®(x—-x,)+%®(x’-—x2.). where x, ;-x, --‘-;E 0< x,’,x‘2 <1
Similarly; a most éeneral optimal strategy for the player-2 is
G'(y)=%®(y~y.)+-21-'®(y-yz)» Y2 =% 0<y,x, <1
Also, 0= £q0s7x dF (x) |

0= _c cos7x dF (x)
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i:a,-jqj+c, =0, i=12

J=b
ie., 2q1+5q:=0
2q| +q2= 0
g =0, ¢,=0

. 2=(0,0) e interior of 0.
Hence [ is the only fixed point of P and y, is the only fixed point of Q.

Value of the game
The value of the game is

, .
CE(TLz)=Y.bp+d=)c,q,+d=0

iwl J=

Optimal strategies .

We write the fixed point of P i.e., [1= (0,0)' as a convex

: Sy e . . . . -1, A B(1,0
combination of the points on P . We can obviously write 1.0) 3 (1,0)

(o)-2(0)3("3)

. _ fixed point
Hence an optimal strategy for the player-1 is '

. 1
F($)=18,(0+Fu (o)
where F,(x) is a strategy corresponding to AE(—I,O)' and F,(x) is a strategy corresponding to

B=(1,0).

Now to find F, (x), we note that it satisfies
~1= [ (r) dF, (£) = [cosTtdF, (r)

0= £r2(t) dFA (t) = £sin7tdF;,_(t) " .
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Hence a,,=3, q,=5 b=5b=0, d=0

a,=2, a,=1, ¢=¢,=0

.'.det[a,.j]=3 f=3—10=~7¢o

“"Hence this representation is canonical.

P'and Q' spaces

Here P’ ={p=(r,,rz)' 10 =cosTt, r, =sin 71, 05151}_

o =‘{o‘ ;(s,,sz)' 15, =cos8t, s, =sin 8¢, OStsl}

P’ and Q" - spaces: P" space is the circle with its interior and O space is the circle with its interior.

52

R

™ 0" space

Al

N P° space

First and Second critical points

MT=(p.,p,) is the unique solution of
"
Za,j pi+e; =0, j=12
P

ie 3p+2p,=0

Sp+p,=0
=p=0,p,=0

~IT=(0, 0)‘ € interior of P space.

Now 7 =(g,,4, )' is the unique solution of
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n
Since [T is the unique solution of Y a,p,+¢, =0, j=1,2,--,n, we have for some k<n,

il

Za,-,‘u, +¢, #0 and équal tog

e |

Let h be a real number of opposite sign to g, and is small enough to ensure that the point

B=(V VsV H AV, )€Q |

oy E(a,ﬂ)=i(ia'f”"‘+cfjv’ +ib,u,. +d

J=1\_i=} =l

'E(a,ﬁ) = E(a, p)+ h(ia,.,,v,; +C"J

o

=E(a, ,8).'+ hg

<E(a,B) as'hg <0
This means that & ¢ P ) which contradicts the assumption that & and f are both fixed points of P
and Q respectively. Hence a must coincide with I |
Corollary 1: Let the payoff of a separable gm'he be given in a canonical form and let the first critical
point ¢ P, then every fixed point of Q is in the boundary of Q. Similarly, if the second criticél poiht
¢ O, then every fixed point of P is in boundary of P,

Corollary 2: Let the pavoff function of a separable game be given in a canonical form and [] and y be
the first and second critical points respectively. Let [] belongs to the interior of P and i belongs to the

interior of Q, ther: [] is the only. fixed point of P and y is the only fixed point of Q.

Example: Solve the separable game whose payoff function is

M(x,y) =3cos7xc658y+50057xsin8y+25in7xc058y+sin7xsin8y -

Solution: Let r,(x)=cos7x, r(x)=sin7x
s (y)=cos8y, s,(y)=sin8y
 Then M (x,y)=3nr(x)s,(»)+55(x)s, (¥)+2n{x)s (¥)+r(x)s, ()
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and also let TT=(p, py-, p,) s 2 = (9+95»++9,) be respectively the first and second critical points
and suppose [Ie P, y € Q. Then [] and y, are the fixed points and the value of the game is gi\?en by

E(ILz)=)bp+d=)cq;+d.

i=t - 7=l

Proof: By the definition of critical points

Yo +e,=0, j=12-n

i=t

and D a,q;,+b,=0, i=12,n

J=l

Now,foranypomtﬂeQ[ (V,,vz,' Vn)']

E(TB)= Z(Z a,p,+e, ]v + by +d

el \ =i i=l

=0+ b,p, +d which is independent of /.

i=l

Hence Q(IT)=Q. Similarly P(y)=P
Hence [1e P(y) and g € Q(T1), so that [T and y are fixed points and the value of game is

E(H,;() pr, +d= Zc q;+d

iw]

Theorem 2: Let the interior of Q contains a fixed point, then the first critical point belongs to P and
the only fixed point. Similarly, if the interior of P contains a fixed point, then the second critical point

belongs to Q and is the only fixed point of Q.

Proof: Let f=(v,,+,v,) be a fixed point of Q which lies in the interior of Q. Let @ =(u,-,u,) be
a fixed point of P and let IT=(p,,--,p,) be the first critical point, we wish to show that & =I].

Suppose if possible, a #].
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 Thenu = [r(x)dF(x), i=12n
v=[5,()46(), j=12:m

and E(E,G)sE(’a,,B):Zn:Zayu,v +Zbu,+Zc v, +d

i=l j=1 Jet

=i[2a0u, +c }vj +ib,-u,- +d .
i=l

J=t\Ui=l

Alternatively,

E(F,G):Z”:(Zauv, +b, Ju +Zc,v +d

i=l \_j=l J=
since det[ ] # 0, then the system of equatxons

Zau +c, = Jj=82,n , , .»({)

i=l

has unique solution, and so also the system of equation

Zav +b =0, i=12,,n | 2

(A)
J=

The unique solution of (1), say IT=( D1 Dyre s Py )’ is called the first critical point of the game (with

respect to the gives representation) and the uniqué solution of (2), say t =(4,:45»""*+4, )' is called the

second critical point of the game (with respect to the given representation).
Note: The point [T may not belong to the P-space and the point x may not belong to the Q-space.

However, if [Te P ahd z €0, then the corresponding game problem can be solved easily by using

the following two theorems.
Theorem I: Let the payoff function of a separable game has a given canonical form

M(x,y)= ZZ a,r (x)s,(¥)+ Zbr(x)+Zc s,(p)+d, det[a, |20

i=] j=i
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N
Now, det[a,]=2 3 1|=-14+14=0
0 5 -3 '

Now from M (x,y)=xy—xe* +2xcos y+2e"y+3e*e’ +¢" cos y + 5¢cos xe’ ~3cosxcosy
we have |
M(x,y)= (x——2cosx)(y+%éoﬁy)—(x—dcqsx)(e’ -i;’—c'osy),+ 2(e* +cosx)
(y;g-cosy)+3(e" +cosx)(e” ~‘-'qicosy)
s 5007
ie., M(?"}’) =5(x)s, (¥) =1, (%) (¥) + 21, (x) 5, () +3ry (x) 5, (»)
where 7, (x) =x-2c0sx S, (») ='y+--’57-cosy
: 3
n(x)=e*+cosx s (y)=¢ =5 008y

Hence

a, =1 a,=-1, b=b,=0 a2,=2, a,=3 ¢=¢=0 d=0

-
Therefore, det[a,j]=; 3,=5¢0 :

Thus this representation is canonical.

First critical point and second critical point

Let a separable function M(x, y) has the following cénonic_al representation:

M(x,y)= ZZ% r(x)s; (Y)+Zb, Y (x)+ZCz s,(x)+d
in)l f=l i=1 J=l
where r,(x), s;(y) | (i.J ='l,2,---,n) are continuous function on [0, 1] and det [a,,]# 0.
In this case, let F, a mixed strategy for the player-1 corresponds tb @ =(uy,,u, )' € P and let

G, a mixed strategy for the player-2 correspond to B =(v,,-,v, )' € O (Note that both I;, Qc E").
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Solution: We can write M(x y)= Zza,, - (x)s, ()

© =l g=)
where 7 (x)=cos4x s,(y):cosSy 0sx<1
rz(x)zsin4x 5 (»)=sinSy  0<y<1

and a,=3, a,=5, az,-l ay =1

Thus P’ = { (r,,rz) r =cosé4t, r, =sinds, 0<ISI}
and Q'={0'=(s,,s2)', 5, = COs 5t, s2=sin51,--0'5t51}

Canbm‘cal Representation of the payoff function in a separable game

Let for a separable game, the payoff function M(x, y) be represénted by

M(xy)=3 3 a,n(x)s,(v)+ 38 r.(x>'+§c,-s,-(y>+d

i=l j=l 1=1
where
@.  K(x),n(x), - r,(x) and 5, (»),--,5,(») are continuous over [0, 1].
(). - det[a,]=0.
Any representation of a separable function in this form is called a -canonical representation of the

function M(x, y).
Note that every separable function has a canonical form. For if M(x, y) is separable then it can

always be written in the form Zr (x)s,{») so that det [a ] 120.

Example: M (x,y)=xy-xe’ +2xcos y+2e‘y+3e‘e" +e”* cos y +5cos xe” —3cosxcos y
Let n{x)=x 5(y)=y, n(x)=¢ s,(y)=¢, n(x)=cosx s(y)=cosy
Then a, =1, a,=-1, a;,=2, b=b=5b=0

ay=2, ay =3, ay=1, ¢ =c=¢=0

a, =0, a;, =5, a;; =3, d=0
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and  E(a;, ) = min £(a,,7) S @
Thus we have-
 E(e p)<max E(£,5)  [by the definition of maxima]
=E(e,8) [by(3)]
= r;lglE (e.m) by 4]
< E(a,,f,) [by the definition of minima] -

< max E(¢£,8,) [by the definition of maxima]

=E(e,f) [by(1)]
=min £(a,7) }vy 2
<E(a,B) [by the definition of minima]

Since the first and last terms of this continued set of inequalities are equal. We. therefore

conclude that all the quantities involved are equal, and thus in particular, that
E(a,f)=max E(¢, ) =min E(an)

which means that @ € P(f) and S e Q(a) i.e., ais an image point of #and S is an image point of @. -

General procedure to solve a separable game

Step-1: Plot the curves P’ and Q" and determine their convex hulls to give P and @ space.
Step-2: Find Q(a) for every a € P and P(f) forevery B e Q i.e., find out all the image point of P and
. O space. '
Step-3: Using the results of Step-2 find the fixed points of P and Q.
Step-4: Express the fixed points as convex linear combination of points in P” and Q respectively, then
find distribution function in which these fixed points correspond to the distribution function
will be the optimal strategies. ‘

Example: M (x,y)=3cos4x cosSy+5cosdx sin5y+sin4xcosSy +sindxsinSy
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Proof: Let F) be a mixed strategy for the player-1 and let it corresponds to a.. Now, «is a fixed point
of P means that for some point S e, we have S e Q(a) and @ € P(B) i.e., Bis an image point of &
and « is an image point o'f Bie., ,
E(a,p)= t"r,leg:E(a,r])
and E(a,f)=maxE(¢,5) |
" Let G be a strategy (mixed) for the player-2 and let it corresponds to Se Q. Then
 E(R.G)=E(a,)=minE(cn) =mip E(F,0)
E(F;,G,)SE(F;,G) VGeD
~Again ‘E(F;,GI)EE(a,’ﬂ)z max E(¢,B)= %E(F,G,)Z E(F,G) VF e’D
i.e., E(F,G,)AS E(F,G) VFeD - -
Hence we obtain S
E(F,G)sSE(F,G)< E(F,G) VF.GeD.

Thus F\ and G are optimal strategies.
Theorém: If & is any fixed point of P and Bis any fixed point of 0, then a is an image point of 5, and

Bis an image point of a. . v
Proof: Since is a fixed point of P, then 3 a pbint B of O such that 4, is an image point of & and &

is an image point g, i.e., @ € P(B,) and S, € () i.e. such that

E(a,8)=maxE(.5) | 0}
and E(a,8)= min E(a,n) | @
Similarly, since S is a fixed point of Q, then there exists a poiﬁt a, € P such that «, is an image poinzt
of #and Bis an image point of ¢, | |
 ie,aeP(B) and BeQ(x) |
ie., E(a,8)-maxE(5,) | I )
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3.3 :
Here we can write M (x,y)= ZZ% d] (x)s;(»)

i=l j=l

where
r(x)=x, s$(»)=y a,=0,a,=0,a,=1
1y (x)=cos2zx, 5,(y)=cos2zy, ay, =0, a,=1,a,,=0
r(x)=1, 5(v)=1, a, =1, a,,=0,a,;,=0

Thus P° ={p=(r,,r2,r3)' ()=t n(t)=cos2mt, n,(t)=1, 0<t sl}

Q‘Az{o’ =(s,,s2)' :5,(t)=t,5,(t)=cos2m,s,(t) =1, 0 srsl}

Imageof a € P .
Definition: The image of aeP is defined as the set of points BeQ such that

E(a,B)= "”1‘5‘ E(a,n) and we denote this image of & by Q() and O(a)c Q. Note that Q(a) is -

in general a set of points € Q.

Image of feQ
Definition:  Similarly, the image of BeQ is defined as the set of points « e P such that

E(a, )=max E(£,5) and we denote this image of B by P(f) and P(B)cP. Note that P(f) in
geheral is a sets of points € P.

Fivedpoi};t

‘ ,Deﬁnition: If ﬂ € Q is an image point of « e"P and a € P is an image point of ﬂéQ, then a is

called a fixed point of P-space and B is a fixed point of Q-space. |
Theorem: 1f Fy is any distribution function and & € P corresponds to Fi, then F) is an optimal
strategy for the player-1 iff « is a fixed point P. Similarly, G is an optimal strategy for the player-2 iff
the corresponding point S € Q is a fixed point Q.
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Since a, corresponds to F, (x), k=1,---, p, we have

= _Cr,(x)dﬁ;(x), i=1,m
Let @ =(u,,u,)

14
Since a=2ckak,then u —_—fck u,("), i=1,2,-,m

k=l ’ k=

—ch 1: (x)dF,{x)

- -cr;(x)d(gckﬁ(x)): fr(x)dr(x) |

Since F e D, o corresponds to F and hence ¢ € P.

The proof for Q-space is similar.

P’ and Q' spaces

Let us define P = {p =(R,-or,) 10 (¢), 0t 1}
P eE" |
o =<0=(s,,-~-,s,,)' s, (1), Ostsl}
nQ cE""

Properties of P’ and Q' space

Property-1: P'c P and Q' cQ

Property-2: Since f,(x) and s;(») are continuous function defined on a closed set, P* and Q" are
bounded, closed and connected sets.

Property-3: P space is the convex hull of P’ Similarly, Q-space is the convex hull of Q

Example:

Let the payoff function be M (x,y)=cos(27x)cos(2zy)+x+y, 0 sx,y<l,
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Thus it is immaterial whether the player-1 uses strategy £, (x) or F,(x). In this case we shall call the

two strategies F) and F; to be equivalent (with respect to the game).

P-space and Q-space

Let a =(u,u,) , B=(v,v,),then e E", fe E".
Let P:{a:(ul,uz,---',um)';u, = _cr;(x)dF(x),i:1,2,---,m;Fe D}.

Then obviously P c E". We also say thatv a and F 6orrespond. Note that a given point @ of P space,

in géneral, corresponds to many different distribution functions.
Similarly, let 0 = {ﬂ = (v,,vz,-n,v,,)' Y= _Csj (»)dG(»), j=12,,n; Ge D}

Then obvnouslyQ < E". We also say that 8 and G correspond Note that a given point ,6 in the Q-

space, in general, corresponds to many leferent distribution functions.
Note: If u corresponds to both F(x) and Fi(x), and v corresponds to both G(y) and Gx(y), then

E(F,G)=E(F,G)=E(F,G,)=E(F,G)
Z a, uv; and let us denote it by E(a,S)

Geometrical pfopem’es of P and Q-spaces

. Theorem: Let F,(x)(k=1,--,p) be distribution function (i.e., strategies for the player-]) and let

F(x)= Zc,‘lv;(x) where ¢, 20,k=1,2,---,p and ic,,-l Then FeD. Let @, and F

k=)

correspond(k =1,---, p). Then a = f_-:c,‘ a, corresponds to Fsothat a € P.
par :

A similar result holds for the O-space.

Proof: Wehave M(x,y)= ZZ sn(x)s, ()

i=1 j=|

Let a* (u‘("), ,,(,f’)'u=l,~~,p.
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EXxpectation function irn-a separable game
A separable game is (X,Y,M) where X = Y = [0, 1], M(x, y) is separable. Hence a mixed
- strategy for the player-1 is a probability distribution function F(x) and a mixed strategy for the player-2

is-a probability distribution function G(y) where F € D, G e D, where

{F:os,FsL ]:dF(x)=1}

o, 1)={G;05651,'£dc;(y)=1}

If the player-1 chooses a mixed strategy F(x) and player-2, a mixed strategy G() (F ,Ge D) , then the
expectation of the player-1 is

E(F.G)= [ [ M(x.y)dF(x)dG(y)

- { ({55015, )} ar 100

i=l j=1

=330, {[n(ar ) 5,060

i=l f=l

n
=ZZ%~"; vy

a; 2=l
where u, = £r,(x)dF(x), i=1,2,,m

and v, = .CSJ‘ (»)dG(y), j=12n

Note 1: There may exist two diffexfent strategies F, (x), 5 (x), say, such that

I'}(X)dﬂ(x)=fn(x)d1~;(x) i=12m

But

n

. ‘E(F;,G)ziia,}uivj =Z§9¢(£’7t1)df} (x))v}.

in]l jml i=]

=E(F,G) VGeD
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max {mrm E(F,G)} and min {mlax E(F,Gj}

exist and are equal.
The proof of the theorem is left to this chapter.

1‘1 1.10. SEPARABLE GAME
Definition: A function M(x, y) of two variables x, y is called separable, if there exist m continuous
functions r; (x), i = 1, 2, ..., m, n continuous ﬁmctioné}s, (y); J = 1, 2; ..., nand mn constants ay i = 1,
- 2,..,mj=12, ..., nsuchthat
m n A
M(xy =§§aun(x) 5(»)
. Example: M (x,y)=xsiny+xcosy+2x" is separable.
We can take,
h(x)=x  s(y)=siny a,=la,=1,4,=0
n(x)=x* s(y)=cosy a;=0,a,=0,a,=2
' ss(y)=1
- We can also take
n(x)=x  s(y)=sinytcosy a,=1, a,=0
n(x)=2x* 5,(y)=1 . ay=0,a, =1
 Note:: o

(i)  The representation M (x,p)= ZZ a,r,(x) s;(») of a separable function is not unique.

=l jal .

(1) IfMx,y)is sepérable, we may also write

()3 S0 0)=35 (9,0

- where #(x) and s/(y) are continuous functions of x and y respectively,

Separable Game: A continuous game on the unit square whose payoff function is separable is called a

separable game,
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Proof of (i): Let Fy be an optimal strategy. This implies that
inf E(E,,G)=sgpix(1}fE(F,G) =
Sothat E(F,,G)2vforallGeD,.
Let us choose G to be z; pure strategy ©(y - ¥, ), then we obtain
E(F,y,)2v forally,eY
ie, E(F,y)zv forallyeY
Sufficient: Let E(F,,y)2v forallyeY. B 1)

Now, we have to show that F, is an optimal strategy for the player-1.

Now integrating both sides of (1) with respect to G(y) over Y, we have
[E(F.»)dG(y)zv [dG(y) -
.Y Y

or, E(F,G)zv VGeDy

Hence ir(l_f E(F,,G)=v =sup{ix3.fE(F,G)}
i F i

i.e., the supremum of the function inf E (F;,G) is attained at Fo. This implies that Fo is optimal.

1 111.9. CONTINUOUS GAME

qumitioh: An antagonistic game I’ = (X .Y, M) is called a game on the unit square if the sets of pure

Strategieé for each of the players are the unit segments i.e, X=Y =0, 1].

Hence the mixed strategies for the players in a game on the unit square are probability
distributions on the segment [0, 1] such that l: dF(x)=1, £dG( y)=1.

~ Here Dy =D, =D.

Definition: A game on the unit square is called continuous if the payoff function is continuous.

Fundamental theorem for continuous game
Statement : For any continuous game on the unit square with payoff function M(x, y), both players

possess optimal strategies,
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sup{inf M(x, y)} svg ir}f sup M (%,)-
Ly 0 P
Theorem 2: 1f player-1 possess 4 pure optimal strategy xo and player-2 possesses an arbitraty strategy
(in general mixed), then ' '

= max{minM(x,y)} = min M (x5, ) |

x h4 Y .

Similarly, if player-2 possesses a pure strategy yo and the player-1 possesses an arbitrary strategy, then

y= myin{miaxM(x,y)} = mfo(x,yo)
Student may easily prove this theorem.
Theorem 3: Let u be a real number. ‘

(i) If Fp be a mixed strategy for the player-1, then
uSE(F,y) VyeY=usv
iy If Gp be a mixed strategy for the player-2, then
uSE(x,G,) VxeX =2usy.

Proof: We have u < E(£,,y) VyeY . |
Now iitegrating both sides with respect to G(y) over ¥, we have

u [dG(y)< [E(%,y)dG(y)

H Y .
o, usE(F,G) VGeD,

Hence u <inf £(F,,G) < st:_p{i%f E(F,G)}=v

SUEY
Proof of (2) is similar.

Theorem 4: . ..
(i) Inorder that the strategy Fo for the player-1 be optitnal, it is necessary and sufficient that

E(F,y)2vVy 34
(i)  In order that the strategy Gy for the player-2 be optimal, it is necessary.and suf’ﬂc'ient that
E(x.G,)s$v VxeX. '
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Hence, sup E(x,G) = sup E(F,G)

xeX FeDy

Proof of the s_econd result is similar,
Value of an infinite antagonistic game

Deﬁm’tion: If supi%f E(F,G)= iréf sup E(F,G), then ‘the common value of these mixed extrema is |
. F F . ’

called the value of the game (X,Y,M).

Some properties of the value of the game and opnmal strategzes |

Let v be the value of the game (X Y. M).

Theorem I: sup u;f M(x,y)svsinfsupM(x,y)
. x ; Y x _

[For Matrix Game: max min a;/susx mfn max al]
Proof We know that mf E (F y) mf E (F G) for any arbltrary mixed strategy F for the player-1.

0 for x<x

Let h le strat F“ x'
et us choose a snnp es egy Q(x {1 for x>x'

Then w i :
me(x,y) E(x G) Vx’eX ,

i.e., changmg x tox, mf M (x, )= mf E (x,G)

But sup{inf M(x, y)}Ssup{‘inf E(F, y)} [as the set of mixed strategies Dy contains all pure
x 24 . I W 4 .

: strategies} |
=sup {i%f E(F,G)} =V
ie., sup{it;fM(Jé,y)}'%v ' | R : o ' ‘  | a1
Sxmtlarly, we can prove that v< mf supM (x,y) - | )

Hence from (1) and (2) we have
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© E(x,G")<E(F,G")<E(F',y)
[For Matrix Game: E(i7°) < E(&7°) S E(€',) i=1,2,m, j=1,2,-,n]

. This proof is left to the reader ‘ ,
Theorem 3: For any mixed strategy G for player-z

supE(x,G) = sup E(F,G)

where the supremum on the left side is taken over all the pure strategies for player-l and on the right
side over all this mixed strategies.
Similarly, for fixed strategy F for the player-1,
I E(Fy)=inf E(F.G) |
"For Matrix Game: max E (i,n) #-ﬂm?x (£,n) for some fixed 7
 and mjin E(¢.))= m”in E(f,r;) for some fixed & |

Proof: Since the set of mixed strategies contains all the pure strategies

(eg F(x)= @(x )= {‘ ’;2’;‘;) |

we have sup £(x,G) < sup E(F G)

xeX

Now letif possxble supE (x,G) <sup E (F G)

Feby

This implies that there exists F, € D, such that for some & >0

supE(x,G)<E(R,G)-¢
xeX

e, E(x,G) <E(F,G)-¢ VxeX
Now integrating both sides with respect to Fy(x), we have
jE x,G)dF (x)< E(F,,G) de (x)

- e, E(F;,G)<E(F;,G)——z-; [ IdF,‘ (x):.l'}
. X
which is a contradiction
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the strategy G. Similariy, E(F,y,)= IM (x,¥,)dG(x) is the expected payoff to player-1 when
_ X :

he chooses the strategy F(x) and player-2 chooses the simple strategy O(y-).
(i)  Let (X_ Y M ) be an infinite antagonistic game. Then this is strategically equivalent to the game

(Dy,D,,E), where E=E(F,G), FeD;,GeD,.

Equilibrium situation -
‘Dqﬁnitiom Let (F',G") be a situation in mixed strategies for the infinite antagonistic game
(X,¥,M) or (D,,D,,E). This situation is called an equilibrium situation in mixed strategies or a
saddle point in mixed strategies if for any fixed strategies F, G for player-1 and player-2 respectively,
the following inequality is satisfied. !
E(F.G')<E(F',G')<E(F',G) VFeD,,GeD,
For mixed strategies in infinite antagonistic games, we shall prove the following theorem.

Theorem I: If E(x,G)<uVxe X and a fixed G, then E(F,G)su VF e Dy [For matrix game:
F(i,n)Su, i=1,2,-,m forafixed n € S, implies that E(¢n)<su erS,,,]

Proof: Integrating both sides of E{x,G)<u with respect to F(x) over X so as to obtain

JE(x,G)dF(x) <u JdF(x)

ie, E(F,G)<u [ [aF(x)= 1}
' X
Similarly E(x,G)2u Vx e X implies E(F,G)2u VF e Dy
-and  E(F,y)>u VyeY implies E(F,G)>u VG e D,
Theorem 2: In order that the situation (F ',G') be an equilibrium situation in an infinite antagonistic

game I'=(X,Y,M) it is necessary and sufficient that for all xe X and yeY, the following

inequalities are satisfied.
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A, ={G(y):OSG(y)$1, _fdG(y)=1}

Let for a fixed y, the player 1 chooses xe X with probability- distribution F(x) i.e., the probability of

choosing x where x'<x<x/ is F(x)-F(x]), then the expected payoff to the player 1 is
F(x, y){F (x)-F (x,?")} . Hence when x e X , the expected payoff to the player is (for a fixed »is
2 M ey F(x)-F(x.)}
im} .

where X is divided into # intervals with the help of the points x,,i =0,1,---,n . If we now.make

.n— o in such a way that m'axlx,. =X —0, then this becomes the stieltjes integral with respect to
F(x) over the interval X
ie., E(F,y)=J(y)= [M(x,y)dF(x)
bt :
| In a similar way, when the player-2 ’chooses y with probability distribution G(y) then the
expected payoff to the player-/ is 2";J (») {G ( y j)-—-G( Y )} where Y is divided into #" intervals with
= .
.the help of the points y,,-+,y,.. Now n.laking n' —> o such a way that mjax , v, - yj_,l - O, we obtain
the expectéd payoff to the player-1 when his strategy is F(x) and player-2’s sfrategy is G(y), is
E(F,G)=J[JM(x,y)dF(x)}dG(y).

Note:
(i) If M(x, y) is continuous function of x, y for xe X, y €Y, then

E(F,G):]J(Jﬂ(x,y)dx)dy=!(JM(x,y)dy]dx=JA!M(x,y)dxay

0 forx<x,
1 forx>x,

(ii) When F{(x) is the Heaviside function O(x-x,)= {
then E(F, G) becomes _[M (%, ¥)dG(y) and we denote it by E(x,,G). Thus E (%,,G) is the

Y . ’
expected payoff to player-1 when he chooses a simple strategy O{x —x, )} and player-2 chooses
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- subject to

>a, 7,51, i=12,,m
= .
yj?-o: j=1a2="'an

®)

is the optimal value and 7 is an optimal solution of LPP (8), then wa;l«w and

max

If z

max

Note that (8) is dual of (4) and vice versa.

[J 111.8. INFINITE ANTAGONISTIC GAME

Definition: An infinite antagonistic game is a-game in which at least one of the players possesses an

infinite number of strategies. ,
Let X and Y be the set of strategies for the players 1 and 2 respectively and M(x, y)

(xe X,yeY) be the payoff function of the antagonistic game (X,Y,M). In the case of matrix game

recall that X, Y are discrete sets of strategies (pure) for players 1 and 2 respectively. In that case, we

have defined a mixed strategy for player-1 as a vector & having m (the number of pure strategies)

components, each component denting the probability of choosing a pure strategy. Similarly, a mixed
strategy 7 for player-2 was defined. We can extend this idea of mixed strategy when X and Y are

infinite. . .
~ In this case, a mixed strategy for player-1 will be denoted by a probability distribution_functipn

F(x) where' F(x!)~F(x") denoted the probability of choosing x when x'<x<x similarly the

probability function G(») will denote a mixed str'étegy for player-z; Note that F(x) is nonnegative, non- '
decreasing function and de (x)=1. Similarly G(y) is so and jdG ()= O] . Here the integration is in
. X 14 ) '

the Stieltjes sense.

Let .Ax ={F(x):OSF(x)Sl, de(;c):l}
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14

If Zuin is the optimal value and & = (x, RE ~,x;,) is an optimal solution of the I.PP(4), then the value of

E‘.‘

mm

the game is v = ~L andan optimal strategy for the player-1is &' =v&' =

Again, we have, v E(£,7°) V€S,

Hence'v > E(i,f}'.), i=1,2,,m

Thus vis .the smallest number w such that (v < w) for neS,,
w2E(i,g) i=l-m - &)

7 is an optimal strategy for the player-2 iff 5 satisfies (5) with w replaced by v. Now (5) can be written

as

Ya,y,sw i=12m (6)

d=l

Also we have Zyj=l, yJZO, Jj=12,.,n : )

s

Since v is assumed to be positive, we can assume w > 0, so that from (6) and (7), we have

n
Za,,fj <l i=L2,,m

j=t

where y, =y, /w.
For optimal strategy -
v=minw (w can be regarded as function of 77)
n . :
' 1 1 I
or, —=max—=max ) ¥,
‘7 MI . j=l

Thus finding of v and 5’ is equivalent to solving the LPP

n

© Maximize z'=) "y,
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ie, v<E(¢,)) V=120
We can say that v is the largest number #(v > ) such that for some £€ S,

uSE(&)), j=12n (M

& is an optimal strategy for the player 1 iff ¢ satisfies (1) with u replaced by v. Now (1) can also be

written as
Za”:x,Zu j=12,--,n (2)
i=l .
m
Also, we have, Zx, =1, x,20, i=L2,---,m . 3)

i=l

Since v is assumed to be positive, u is also 50, so that from (2) and (3), we have

Now putting ¥, for -zi, we get
ia,jf, 21, j=12,+n
i=l
and Y% =%, £20, i=1,2,m
For optimal strategy, v =maxu (we can regard u as a function of ) or % = max - = mini X .
v ¥ i=l
Thus the finding of v and & is equivalent to solving of the f(;ilowing linear programming préi)]em:

n
Minimize z=) X,

i=1

subject to

“

NS
R
= .
R o1
v
N
S
]
o
>
=

Xl
v
o
1l
=
Lot
-3
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Similarly, the strategy 7, for the player-2 is said to dominate his strategy 77, is dominated by
n, or 7, is superior to 7,) if for any pure strategy i for player-1, ° ‘
E(i,m)<E(i,;m,), i=1,2,+m
In particular, the pure strategy #; for player-1 dominates his pure strategy i, if for any j,
| a,,2a,; j=l-n '
| and the pure strateg}; j1 for the player-2 dominates his pure strategy j, if for any i
| a;, Say i=1,2,,m
Note: If ij dominates i, then the elements in the i;-th row of the matrix can be discarded. Similarly if

J1 dominates j, then the elements in the j>th column can be discarded. By this process, the order of the

pay off matrix can be reduced e_ffectively.

An important result:
If a constant is added to all the elements of a matrix game, the optimal strategies remain

unaltered and the value of the game is increased by this constant.

This result can easily be proved.

Symmetric game
A matrix game with a skew symmetric matrix is called a symmetric game, obviously m = n, a; = - a;

Theorem: Ina symmetrié game, the set of all optimél strategies of the player-1 and 2 are the same and

the value of the game is zero.

Matrix Ga)ne and L P.P.

Theorem: A matrix game is equivalent to a certain LPP.

Proof: Let 4 =[au ]M be the pay off matrix and v be the value of the game. We may assume that v >

0. If not, then a suitable constant may be added to each element of 4 so as to make positive. This

change does not affect the optimal stratégies for two players, only the value of the game is increased

‘by this constant, ;
Let £°,n" be the optimal strategies and v(>0) be the value of the game. Then we know that

‘v E({',ry) VnesS,
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Theorem-5: .
(). If for a strategy &, of the player-1, vSE(&, /), Vj=1,2,-,n, then ¢, is an optimal

~ strategy for player-1.
(i). If for a strategy 7, of the player-2, v2E(i,7,), Vi=1,2,:--,m, then 7, is an optimal

strategy for the player-2.
Proof: Let n° be an optimal strategy for the player-2, then E (é’, n ) <v,V&eS, putting £ =¢; we

“have E(i,n')Sv Vi=1,2,,m.
But v< E(¢,, f) (given). Hence E(i,r]’)Sst(g’o,j) Vi=1,2,--,m, Vj=12,---,n,

By Theorem 2, it follows that &, is an optimal strategy for the player-1.

Proof of the second part is similar.

Theorem-6: .
(). If v<minE(&, ) forafixed &, & is an optimal strategy for the player-1.
l .

(ii). If v=max E(i,n,) for afixed 7,, 7, is an optimal strategy for the player-2.
Proof: () v<minE(&, /)< E(&,)) W=12,:n.
) .
Then by Theorem-5, this theorem can be proved.

Corollaty:'
(). A necessary and sufficient conditions for the optimality of strategy &, for the player-1 is

v= m}n E (foa J )
(ii). Similar condition for the player-2 is v=max E(i,7,)

a 111.7. DOMINANCE OF STRATEGIES
Definition: The strategy & for player-1 is said to be dominate his strategy ¢, (i-e. &, is do_minated by

& or & is supérior to &, ) if for any pure strategy j for player-'z,

E(§: /)2 E(G ), J=12m
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Theorem-3: If max E (i.1,) Smin E(&,, j) is valid for some fixed &, and 7,. Then &,,7, are optimal
! _ )

strategies and the inequality becomes equality.

Proof: we have E,(i’ M)Smax E(i,n,) Vi=12,---,m [bythe deﬁnition of maximum]
< mjin E(&,,]) [by the given condition]
<E(&,) Vi=12,--,n [by the definition of minimum)
Vi=12,---,mand j=12,---,n
Let w =max E(i,7,).
Then E(i,n,)<u, < E{&,, /) ‘v‘i'=1,2,-»-,m and j=12,--,n.
Hence by Theorem-2, u, is the value of the game and &, 7, are the optimal strategieé.
Again let u, = m}jn E(&,. /) |
Now by. the definition of minima, we have
| E(&, /) 2minE(&,j) W =1,2,-n
2max £ (#,1m,) [by the given condition]
2 E(i,n,) Vi=1,2,,m [by the definition of maxima]
o E(&»J) 2 min E (&, j) 2 E(m)
}i.e.,E(i,ﬂ;,) < mjm E('fo,j) < E(fo,j)
or, E(i,m-,’) <u, SE(&,))
Hence by Theorem-2, u; is the value of the game and ¢,,7, are the optimal strategies. But the value of )

the game is unique. Hence u; = u; i.e. the inequality becomes an equality.

Theorem-4: If E(i,,)S E(¢,,j) Vi=1,2,.-,m, j=1,2,--,n then &,n, are the optimal strategies.

Proof: This theorem can be proved from Theorem-3.
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B ZE(g,j)y;
J=t ' .

=

ie., us< E(i, n')s E(é',n') where & is an optimal strategy for player-1.

de,usyv

Proof of the second part is similar.

Theorem-2: Let u be a real number such that E(i,7,)Su < E(&,)) for i=12,-,m, j=1,2,,n

and some particular &,,7,. Then u is the value of the game and &,,7, are the optimal strategies for the

players 1 and 2 respectively.

Proof: Given that E(i,n,)<u, (i=1,2,---,m) and some particular 7,
LY E(my)x Suyx)

or, E(&.m)<Su
Again u2 E(&,j), j=12,--,n gives similarly
uzE(&,7,)
Hence (1) and (2) implies that u = E(&,7,)

Again we have E(i,n)Su=E(&,m), i=12,,m
sothat Y E (i), S E(&p.710) D %, "
or, E(&,1,) < E(Spsm) VE€S,
Again ”=E(§o,770)55(§o,]‘), j=1,2,~~,n,
sothat E(&,m) >y, < 2 E(&,1)Y,
] J
or, E(fo’ﬂo)SE(fo’n) Vnes,

Hence from (3) and (4), we have
E(&m)SE(&-1)S E(Soon) VEES, €S,

(M

(2

€)

@

Hence by the definition of optimal strategies, &,,7, are 6ptimal strategies and E(&,,7,)=u is the

value of the game.
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' Thris g;'ves ay +ay, (1—y')——a2,y' - a, (l—y‘): 0
or, (an —a —ay +azz)y' =dy —apy

ay,-a .
or, ¥y = 2L provided that @, —a,, —a,, +a, #0

Gy —a, —a +ay

Similarly, from the second part of the inequality, it is seen that f (x', y) regard as a function of y has a

. - 4 .
minimum aty 1.e.,

L2 B
ey

This gives a,,x" ~a,x" +ay (1-x")-ay (1-x")=0

* . Ay, — Q. ..
or, x = e provided that a,, ~a,, —a, +a,, #0.
a, =G~y +ay,

| Now v’ =-f(x',y')

=axy +a,‘2x°(l~y°)+ a, (1—-x°)y’ +a22(l—x‘)(1 —y')

Gy, Ay — 4y, Ay,

G =~ ay tay ‘
It can be proved that a,, —a,, —a, +a,, =0 implies that 4 has a saddle point. So this case will

not arise.
Some properties of optimal strategiés in a matrix game

Let A= [ay ]m be a payoff matrix of a game whose value is v.

Theorem-1: Let u be an arbitrary real number. Then

Q). u<E(&)), j=12,,n for some fixed & implies u<v.
@ii). u2E(i,n), i=1,2,---,m for some fixed 7 implies w2 v.
Proof: Let i’ be an optimal strategy for the player-2, Now we have u < E(¢, ) j =1,-+,n for some

fixed &
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v = max (min a,j) =mina,
i J it »
(i). If player-2 possesses a pure optimal strategy ;°, then
v= min(maxa,j) =maxdq. .
_ J i ‘ v
Proof: we know that v = max min E (&.7)
J
=min E(e:f',j) as & = e/ isoptimal, -
K

Proof of the second part is similar.

Solution of Matrix Game

| S L ‘la, a
Let us consider a 2 x 2 Matrix game whose payoff matrix 4 is given by 4= [ a: an}
" | . . 1 4n

If 4 has a saddle point, solution is obvious.

Let 4 have no saddle point. Let the player-1 has the strategy & = (%%, )' =(x,1-x)(0<x<1) and the
player-2 has the strategy 7 =(y,!1- y)' (0< y<1).

Then E(g,q)ég“jz:a” X,
=ayp+ay 2(1-p)+ay (1-x)y+ay (1-%)(1-y)
| =/ (%), say
If & = (x'.,l -x )’ . =( ¥',1=") be optimal strategies, then from
E(¢n")SE(En)SE(& ) VEeS,nes,
we have f,(x,y')sf(x',y') < f(x',y) vxe(0,1), ye(0,1).
From the ﬁrst part of the inequality, we set that f ( X, y') regarded as a function of xhasa maximmﬁ at

x ie.,

A
ox

=0 -
()
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Hence E(f,jo)sm,,inf?(m) o )
Again since rn”inE(f,n) <E(¢,n) Vnes,, thn putting 7 =¢; , we have
min£(¢,7)< E(¢,¢, )= E(¢.).) < @
By (1) and (2), we have :
min £(£,7) = E(¢, ) =min E(, /)
This is valid for any £ ¢ S,,', and hence taking th > maximum of both sides with respect to &, we have
(e g 1)
where the outer maxirﬁa on both sides are attai 'ied for.the same value of & It is kn9wn, however, that
on the left side the outer extremum is attained at the optimal strategies of the player-1. Therefore the

same strategies yield the maximum in the right nand side. Thus the first part of the theorem is proved.

Proof of the second part is similar.

Theorem-2; max {min a,.j} <v<min { max a,].} .
i J N O

Proof: By the above theorem, we have v = m?' :{miri E(¢, ) )} VéesS,
J
But max {minE({,j)} > mjin E(£,)) V€S,
J
~vzminE(¢,j) VEeS,
J
"
. Putting & =¢" we have v > min E(e,’",j) =mir E(i, /) =min a; ie,v2mina,
. J J o J

The left side v is independent of i so that taking maximum with respect to i, we obtain

v > max {m_in a,.j}

. ! d

Proof of the second part is similar.

~ Theorem-3:

(i). . If player-1 possesses a pure optimal strutegy i°, then
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Note-2: minE(&,7)= E(;’,n') m:@tx{m”in E({,ry)} = max E({,n') = E(f’,n')

and m?xE(g,ry)=E(§',n) m”in{m?xE(f,rz)}—-—-n}TinE(f,n)‘: E(rf',rf)

Notations
Expected payoff to the player-1 under (&,77) is E(&,n7)= > oa;x ¥
: ¥
Expected péyoff to the player-1 under (f,e;?) or simply (£, j)is
E(e)- £ = T

Expected payoff to the player-1 under (e,."’ ,17) or simply (i,7) is

- () = E(i,m)= Zaux,
Thus E(Z.7)= Z E{(i.n)= ; E(¢,))

i

Also E(e!',e) )= E(i,j) =g,

Some properties of the value of a matrix game

The matrix game is characterized by the payoff matrix 4 = [a,j] , and v be its value.

Theorem: v=max {min E(¢, j)} = min { max E ( i,?])} and the outer extrema are attained at optimal
§ J n '

strategies of players.

Proof: We have by definition, v = max {m’in E (‘f,n)} v
For a fixed & let E{¢, j,) =min E(£, j), then
4
E(£,j,)<SE(&E))s J=12,n
or, 2 E(¢.n)y, S 2E(S 1)y,
7 7

ie. E(&j,)SE(¢&,n) forafixed Eandall nes,.
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Definition: A mixed extension of a matrix game is an antagonistic game denoted by (Sm,S,,,E> in

which the set of strategies for the players is the set of their mixed strategies in the original game and

the payoff function for the player-1 is defined by

E(En)=3 0%y,

=1 =1

Recalling the definition of saddle point of a_n antagonistic game, we observe that the situation
(§°,r7') in a mixed extension of a matrix game will be a saddle point (i.e., an equilibrium situation)
provided for any £ e S, and 57 €S, the folldwing double inequality is satisfied.

E(¢&n")<E(¢ )< E(¢ n) VEeS,,n€S,.

Fundamental Theorem of matrix game

The quantities max {mip E(¢& ,ry)} and min {max E(¢ ,77)} exist and are equal.

nes, nesS, { ¢eS,,

The students have proved this theorem at UG level.

Value of a Matrix Game
The common value of max {min E (f,r])} and min{m?x E (5,77)} is called the value of the
¢ 7 n

matrix game with payoff matrix 4 = [a,j] and denoted by v(4) or simply v.

Definition: Equilibrium strategies of players in a matrix game are called their optimal strategies.

“Definition: The solution of a matrix game is the process of determining the value of the game and the

pairs of optimal strategies.

Note-1: Thus if (5‘,7') is an equilibrium situation in mixed strategies of the game (S,,,S,,E), then
&',n" are the optimal strategies for the players 1 and 2 respectively in the matrix game with payoff

matrix 4= [a,.j ]m .Hence &°,7" are optimal strategies for the players 1 and 2 respectively iff

E(&n')SE(E 0 )SE(E ) Vées, nes,
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(or probabilities) with which the player-1 chooses the strategies (pure) 1,2,---,m. Note that

i=]

e —(0,-- -,0,1, 0,~-,0)' ,i=1,2,.--,m represent the pure strategy of the playér-l and £ = Ze,.'"x,f .

Similarly, a mixed stratcgy for the player-2 is denoted by 7n=(y,y;J, )' where

y;20, j=1,2,---,n and Zyj =1. Note that ¢] =(0,0,---,0,1,Q,---,0)' represent the pure strategy of -

J=t

the player-2 andn = Zej’ Y

ol

Let S = {flxi 20, Zx,. =1}, then S, € E,,, this Sy, is the space of mixed strategies for the

i=1

player-1. Note that a pure strategy is a particular case of a mixed strategy.

Similarly, letS, = {r; ly; 20, Z y; = l}, then S, € E,, thus S,, is the space of mixed strategies

J=1

for the playcré.

Mixed extension of a matrix game without a saddle point

Let the players 1 and 2 choose their mixed strategies as & =(x;, %, %, )' s =0V V)
independertly of one another in a matrix game with payoft matrix 4 = [a,;, ]W" .
* Definition: A ﬁair"(f,n) of mixed strategies for the players in a matrix game is called a situation in
mixed stratégies. |
In a situation (5,?}) of mixed strategies each usual situation (4, /) in pure strategies becomes a
rando:n event occurring with probabilities xy;. Since in the situation (i, j), player-1 receives a payoff
ay, the mathématical eXpectation of his payoff under (£,7) is equal to
- m n
: -
- E(&m)= Z’Laéf,xi Yj
) il ja} .

- We thus arrive a new game which can be described as follows:
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Strategies of Player B
e T X2 m) Y= {2en)
. ray Gy o a4y | Yy : ‘
- M(xy)=M(i,/)=aq,
Strategies of Player 4 2| a,, a,, - @, | =~ (k.y) ( /) !

where (i, j) be the situation

| of the matrix game.
m aml amZ e a_nm f . g

the intersection of the rows and columns correspond to the situationé of the game. If we place in each
cell the payoff of the first player in the appropriate situation, we then obtain the description of the
game in the form of a certain matrix. This matrix is called the matrix of the game or the payoff matrix.
Thus (i*,") is an equilibrium situation (or a saddle point) in a matrix game if |
a. 50;,« _<_a,,.j Vi ==1_.2,;~,m andVj=12,---,n '
Theorem: 1f a matrix game possesses a saddle point, it is necessary and sufficient that

max min a, =min maxa,
i 7 i

The students have proved this theorem at UG level.
Thus the solution of a matrix game‘is immediate if the payoff matrix has a saddle point. In this

case, i', ;" are called an optimal strategy of player-1 and player-2, respectively and a. . is called the
value of the game. | |
However, not all matrix possess a saddle point and so the determination of the optimal solution

is not an casy task.

Mixed gtrategy
If the payoff matrix does not have a saddle point then there exists no equilibrium situation of
the form (i, j ')4i‘e., an optimal strategy of the players cannot be single (pure) strategy.

Let us consider the matrix game whose payoft matrix is 4= [a,j ]’m. By a mixed strategy for
the player-1, we shall mean as ordered m-tuple (x,,--, x,) or the vector & =(x,+,x, )' where x, 20

i=1,2,...,mand Zx, =1.The components x,,.x,, -+, x, may be thought of as the relative trequencias

1=}
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players 1 and 2 respectively, and M is the payoff function for players 1 and 2 respectively, and M s the
pay off function for player-1 which is a real valued function such that M : X xY ~»R. '
Note: It is obvious that each non-cooperative two-person constant zero sum game is strategically

_equivalent to a certain antagonistic game:

Equilibrium situation for an adtagonzlsriﬂ game
| Let <X Y, M) be an antagonistic game, H, =M, Hy=-M
Hence s, =xe X, s, =ye?, s={x,y)e Xx¥
If (x, y) is an equilibrium situation, then
H(xp)2 H(x,y) Ve X and H,(x,y)2 H,(x,y) ¥V &Y
ie, M(x,p)2M{x,p)VreX ad —M{x,y)2-M(x,y) Vel
ie, M (x‘,jf) <M(x,p)sM(x,y) vx' E.X, ye¥ |
Changing the notation (x, y) o x, y') and (x’p") to (x, y) we see that (x‘, y') will be an equilibrium
situation for an antagonistic game (X.Y,M) if | |
M(x,y')sM(x',y.') sM_(x',y) ‘v’x;z X, yeY

The point (:c‘, y') is called the saddle point of M(x, ¥),

116, MATRIX GAMES OR RECTANGULAR GAMES

- Antagonistic games in which each player possess a finite number of strategies are called matrix games
or rectangular games.

The name is due to the fact that such games can be described as follows: Consider a rectangular
array in which the rows correspond to the strategies for the first playei and the columns correspond to

the strategies of the second player and the cells in the array located at
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.i‘.e., HP (sis?)<kH? +C, |
or, k H,.(z)»(s I152)+C, < HI(s)+C, as HO (sl|s?) =k HP (s1 s?)+C,
or, HY (slis?)< HP(s) Viel ands sl S, since k>0

which implies s is an equilibrium situation in I, . | |
Zero-sum-game

A non-cooperative game I is called a zero sum game if for each situation s,ZH, (s) =0

iel
Theorem: Any non-cooperative constant sum is strategically equivalent to a certain zero-sum-game.

Proof: Let I'=(1,{S} ,{H,} ) beaconstant sum game, then ) H,(s)=C, C being a constant.
' 1)iel iel .

iel

Now let us consider the game F'=(-I,{S,,}'_e‘,,{H,'}iel) where H;=H,~C, and 3.C,=C. Then

iel
obviously I' ~T" when k= 1.

But Y H/(s)=) H,/(s)->.C,;=C~C=0

So that [" is a zero sum game.

[ 111.5. ANTAGONISTIC GAME
The game T =<I,{S,.}lE ,of Hi}‘,el> is called antagonistic if there are only two players in the

game (ie., I= {1,2}) and the values of the payoff function for these players in each situation in the

same in absolute value but are of opposite sign.
Thus for an antagonistic game, [ ={1,2} and H,(s)=~H,(s).

Hence H,(s)+H,(s)=0, s=(s;,5,) €8, xS,. Thus an antagonistic game is also a two-person

Zero-sum game,
Thus to define an antagonistic game, it is sufficient to stipulate the payoff function of one of the

- players only. It is usually denoted by the triplet (X,Y,M ) where X, Y are the sets of strategies for
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Definition: The games I'| and I', are called strategically equivalent if a positive number & and

numbers C, (for each of the players i e 1) exist such that for any situations
HY(s)=kH® (s)+C,
We denote this fact by the symbol I, ~T,.
Propertt;es of stmteéic equivalence

(1). Reflexivity: I' ~T", it can easily be proved choosing & = 1 and C;=0.
(). Symmetry: I', ~T', =T, ~ T,

Proof: Since I,~T,, wecanwritt H) =k H? (s)+C, k>0,Viel
1 Cc »
or, H(s)==~HW (s} ~=
Os) =4 HO ()5

=kH" (s)+C! where k' =%, C = —.'%

Hence by definition I', ~T,.
(iii). Transitivity: If I', ~T",, ', ~T'; then ', ~ ;.
It can easily be proved using the definition.

Note: The basic difference between two strategically equivalent games lies in the amount of initial
capital possesses by the players and in the relative units in which the payoffs are measured. This is
indicated by the coefficient £. It is therefore natural to suppose that the rational behaviour of players in

distinct strategically equivalent games should be the same.
Theorem: Strategically equivalent games possess the same equilibrium situation.

Proof: Let T, ~ T, -where I\ =148}, {H"), )

r, =<1a{Si}i;I ’{H’(Z}}ie/>

arid let s be an equilibrium situation in I',. This means that Vi e 7 ands’ € S,, the inequality
HY (s Il s,°) < H,“)(s) where s =(5,,, 50,5, 5,55, ), 51 8¢ = (s‘,--v,s,._,,s,",s,,,,---,s,,) ,

Now since I', ~ [',, H" = k H? +.C, (k > 0) Viel ands €S,
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Admissible situation ‘
A situation s=(s,-,s,) in a game I'= (I,{s,},{H,}) is called admissible situation for the
player i if for ahy other strategy s/ of this player, we have »
H, (s|s')< H,(s)
The term ‘admissible’ can thus be justified by the fact that if in situation s there exists a
strategy s, for the player i such that H, (s|}s)> H,(s), then the player i, knowing that the situation s
will matérialize, may choose the strategy s; at the last moxﬁent and as a result of this choice end up

with a large payoff. In this sense the situation may be viewed as admissible for the player /.

Equilibrium situation
A situation s which is admissible for all player is called an equilibrium situation, i.e.,

H,(sll7) < H,(s)
is-satisfied for any player i and for any strategy s € S,.

Equilibrium strategy

Itisa strategy that appears in at least one equilibrium situation of the game.

Solution of the game

The process of determination of an equilibrium situation in a non-cooperative game is often referred to

as the solution of the game.

Strategic equivalence of games

Let two non-cooperative games with the same set of players and the same set of strategies be given

(i.e., the games differ only in their payoff functions) as
L =<I’{Si}’91 ’{Hi(')}iel>
O =(L{S ), {27),)
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The games in which the action of the player are directed to maximize the gain of ‘collectives’

without subsequent subdivision of the gain among the players within the condition are called

cooperative games.

Here we shall consider only non-cooperative games.

Let I denote the set of all players. We shall assume that / is finite. Let { ={1,2,---,n} where n denotes

the number of players in the game. Let each player ie / have at his disposed a certain set S; of the
available action which are called strategies. Each player has at least two distinct strategies.
The process of the game consists of each one of the players choosing a certain strategy s, €S, .

Thus as a result of each ‘round’ of the game, a system of strategies (s, ,-~-,s,,) = s is put together. This

system is called a situation. The set of all strategies is denoted by S =S, xS, x---x S, . In each situation
the players attain certain gains (payoff). The payoff of player / in situation s is denoted by H{s). The
function H; defined on the set of all situation is called the 'payoff function of the player i. Thus

H,:S — R where R is a set of real numbers.

Definition : A system denoted by I’ =< L{S}., ,{H,}‘el> where Jand S, (i€ /) are sets and H;'s are

, _
function defined on the set S = H S, taking on real values, is called a non-cooperative game.
’ =]

Definition : A non-cooperative game I' = (] A}, {H}, ,) is called a constant sum game if there

exists a constant C such that > H;(s)=C for each and every situationse S .

ie/
Admissible situation and the equilibrium situation
Let s=(5,,"",5,,5,,5,, 5, ) be an arbxtrary situation in the game [” and let s; be a strategy

of the player i. We form a new situation that differs from the situation s only in that strategy s; for

player i which (i.e., s;) is now replaced by s/ . Denote this as s|s! = (s,,"++,5,_,,,$,.,,° -5,). If s;and s/

coincide, then obviously sfls)=s.

-
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A competitive situation is called a game if it has the following properties

(1) The numbcf of competitors (participants), called pla‘yers is finite.

(i) There is a conflict in interests between the partxcxpants

(iii) Each of the participants has a finite/infinite set of poss1ble courses of action.

(iv) The rules governing these choices are specified and known to the players, a play of the
game results when each of the players chooses a single course of action from the list of
courses available to him. '

(v) The outcome of the game is affected by the choices made by all the players.

(vi) The outcome for all specific set of choices by all the players is known in advance and

numerically defined.
(vii) Every play i.e., combination of courses of action determmes an outcome (which may be

money or point) which determines a set of payments (+ve, -ve or zero) one to each player.

(X 111. 2. OBJECTIVES
After studying this module, the reader will be ablé to
e  Understand how the optimal strategies are formulated in conflict and competitive situations.

e Learn different types of finite and infinite games and their solution procedure.

(J 111.3. KEYWORDS
Finite game, Infinite game, Cooperative game, Non-cooperative game, -zero-sum game, Rectangular
game, Antagonistic game, continuous game, symmetric game, separable game, pure strategy, mixed
strategy, optimal strategy, saddle point, pay-off matrix '
() 111.4. COOPERATIVE AND NON-COOPERATIVE GAMES

The games in which the objective of each participant (called ‘player’) is to achieve the largest

po.ssible individual gain (called ‘payoff’) are called non-cooperative games.
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Q 111.1. Introduction

In many practical problems, it is required to take the decision in a situation where there are two or

more opposite parties with conflicting interests and the action of one depends upon the action which is
taken by the opponent. Such a sxtuatmn is térmed as competitive situation, A great varxety of
- competitive situation is commonly seen in everyday life e.g., in military battles, political carnpcugn

elections, advertisement, etc.

Directorate of Distance Education ’ . ’ 59



Self INStructional MQIEriQls .................coo.c.cooooeoveeeveeoeeoeseeeeeeeveeeeees e s e e s s ses e oot

| 1
(xi) The cost ofa chemcial process is described by the functional v/ = E( 2 yi+y ) where (0)=1.

Ify(1) is not specified, using the transversatity conditions at x =1, determine the optimum trajectory and the

corresponding value of Jand compare with the earlier result.

(xi) Describe the Pontryagin’s Maximum Principle and illustrate it with the help of an example.

8. References :
- Following tents are suggested for further study --
(i A.S. Gupta, Calculus of Variations with Applications, Prencitce Hall of India, New Delhi, 2005.
(i) B.D.Craven, Control and optimization, Chapmén & Hall, 1995. ‘
(i) W.Fleming & R. Rishel, Deterministic and Stochastic Optimal Control, Springer, 1975.
(iv) L. Hoacking, Optimal control : An Introduction to the theory with Applicatins, Oxford University Press,
1991. ' , ~
(V) J.Macki & A. Strauss, Introduction to Optimal Control Theory, Springer, 1982.

e () ame
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W m
Find x and y as functions of ¢, so that fo [—2—( xt+y? ) - mgy] dt
May have stationary value. It may be assumed that x and y are givenattoand ,.

A system is described by X, = —2x, + u and the control x(f) is to be chosen in order to minimize E u,dt.

4%

Show that theoptimal control which transfer the system from x,(0y=1tox (1)y=1is given by u =~ ;4—:{

dx, - dx
An electrochemical system is characterised by the ordinary differential equations — © = X; and Pk ik

. 1 2 2 -
Where uis the control variable chosen in such a way that the cost functional > E (x,' +4u” ) dt isminimized.

- Show that, if the boundary conditions satisfied by the state variabels are x,=(0) =a, x,(0) = b whether a, b .

are congtants and x, (R)0, x,(R)0 as to (R) a, the optimal choice for u is ¥ =-0.5 x, ()~ 0.414 x,(¢)

Ilustrate the feed back control in a black diagram

. dx,
“An electrochemical system is governed by the equations —L =—x, +u and *6—17+ =X, where uisa

ar
16

_ 2 3
control variable so chosen that the cost functional J= f(xz +?u )dns minimized.

)

Assumig the boundary conditions as in the previous problem, show that the optimal control  is given by u(?)
= —0.366x,(f) — 0.443x,()

, | o . . o dl o
Inan inventory control production scheduting problem, the governing equation is 9;' = p where /- I(#)is

the invenvory level and p = p(f) is the production rate remaining after the demand has been met. Itis planned
that over a fixed time interval )<t<T, I should be increased from its value 10 at t = 0 by decreasing p in such
a way thatthe cost functional

J= ‘[)T[(Q-—I ) +o? pz] isminimized

- Here, Qand a, are positive constants and Q > 10, Determine the optimal production rate pond the inventory

level.
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(1) = lif 0t
- 0if  <t<1

For the optimal switching time ¢* = T —1.

The solution of the production and consumption model shows that it is also an example of a Bang Bang
control. '
6.  Conclusions

In this module, we have studied the theory of optimal control. Perforamnce indices for different types of
control problems are discussed. We have used two techniques, namély -- the calculus of variations and the
Pontryagins Masximum Principle to solve the contrll problems. Using the calculus of variations, the Eubr-Lagrange
equations are deduced and those are solved to obtain the optimal trajectory. Pontryanins Maximum Principle
asserts the existence of a function called the costate, which together with the optimal trajectory satisfy some
equations which are analogus with the classical Hamiltoman dynamics. Bang Bang controls are illustrated through

examples.

7.  Exercise

(i)  obtain the performance index for general optimal control systems. When a control problem is said to be of -
a) Mayer type b) Bolza type ¢) Lagrange type?

_OF _

() Provethat/ = Lﬂl F{y.,y',x)dx will be minimum only when i[?ﬁJ

dx\ oy
(1+57) ,
@ili) show thatthe functionalJ = J: ——=dx will be extremum of ¥ = sinh{c,x +¢,) where ¢, ¢, are
0 % -

0

arbitrary constants.

| a1 (@ VT
(iv) Find the least value of the integral | —[1+ & dx where 4is (-1, 1)and Bis(1,1).
A y dx

(v)  Obtain the necessary condition for the existence of a sationary value of the functional

= I F (3125000 Y1 Y15 Yo o100 Y, X))
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f(x,a)=xa,g =0,r(x,a) = (1-a)x; and therefore
H(x,p,a)= f(x,a).p+r(x,a)=xap+(1-a)x=x+ax(p-1).
'Ihedynanﬁcalsystemis

)= (rpa)=sa

and ()= -E;(x,p,u) =-1-u(p-1).
‘Thesecond equation of the above system is called the adjoint equation.
og /.. ’
the tom inalconditbinsgives P(T) = 'gxg—(x(r)) =
| Lastly, the maximality principle asserts .
H(x, p, u)=max H(x,p, a)
- ael1] :
-=max {x(¢) + ax (¢) (p() - 1)}.

_ ae [0,1]
Since x(¢) > 0, at each time ¢ the control value u(?) must be selected to maximize a(p(f)-1)for0 < g <1.

Luf p(t)>1

u(t)=
Thus () { ifp(t)sl
Hence if p is known, the optimal control can be designed at once. So next we must solve for the constate p.
- We have from the adjoint equation and the terminal condition.

p()-1-u(®) (") -1),) <t < T and p~«7) =0

Since p(T) =0, we deduce by continuity that p(1)<1 for  close to T, #<T. Thus u(#)=0 for such values of 1.
Therefore p(f)=-1 and consequently p(f)=T— for times ¢ in this interval. So we have that p(¢)= T so long as
P(O<I1 and this holds for 7-1<¢<T.

But for times <71, with £ near T'-1, we have u()=1 and so p(f)=-1-(p(9)-1)

Since p(T-1)=1, wesee that p(t)=e""~ > 1 foralltimes 0 < ¢ < T 1. Inparticular there are no switches

in the control over this time interval.
Rstoring the superscript * to our notation, we deduce that the optimal control is

Directorate of Distance Education 55



Self TASIUCHONAL MALEFIQLS .........covecocveeereioas st s b

T
| JL r(x(t),u(t))cit+g(x(T)) |
Where the terminal time 7> 0, running payoff  : Rnx A — R and terminal payoff G: Rn — R are

given. _
Then the problem is to find a control v" such that.Jin minimized overall Ue 4.

Let us define the ontrol theory Hamiltonian by the function H(x, p, a) f(xma).p +r (x, a), where x, p, e Rn
and ged. Here the newly introduced variable vector p is called the costate. It may be considered as a sort of

Lagranges multiplier. ' A
Now we assume that {/* be the optimal control for the problem under consideration and x” be the
~ corresponding troaectory. Then the pontryagin’s Maximum principle asserts the existence of a function

p*:[0,T]— R* suchthat
¥ = ApH (x" (), p (0, U (1),
B A ORE 2 (CHON JORRON '
“and H(x'(1), p"(1),U" (1)) = max H (x"(¢), p*(¢),@), Which

signifies the name of the theorem.
Also we have the terminal conditon

L PM=8g (D).
Furthermore, H(x"(¢), p* (¢), 4" (#)) is independent of .
We now illustrate the pontryagin’s Maximum principle by the following model for optimal consumption in

simple economy.
Letx (£) = output of the economy at time  and u(f) = fraction of output reinvested at time ¢. We have the

constraints 0 < u (t) s Lie A= [0, l]. The economy evolves according to the dynamics

x(¢)=ke(t)u(r),0s¢< T}

x(0)=x°

Where k is a constant, known as the growth factor. In this case we set the growth factor k=1, We want to

maximize the total consumption
o
o

The problexh is to find an optimal control #". We apply pontryagin’s Maximum principle, and to simplify
notation we will not write the superscripts * for the optimal control, trajectory, etc. Here we haven=m=1,
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. o, lad dw=d06
I-w -
Integrating we get,

-w-log(1-w) =g +c,,c, isaconstant.

At 6 = 0, Therefore ¢, =0 and so, 8 = —w—log(1-w).
The switch over for p=-1 to p =1 occurs when the value of g from the above expressions are equal

B e.,w—w+log(l’+ w)+a=-w-log(l-w)
or, log(l - w2)+ a=0

o, l-w'=e-aqa

o, w=+l-e*

Substituting this value of win
0=-w- log(l —w), we have the corresponding value of @ as Al-e™® — log Jl-e®

Thus the control p is given by
_|-HorBc<b<a
P= ‘1for0<6<6c

»

Where 6¢ = —1-¢™ -log(] —’\[l—:-—;:)

5. Pontryagin’s Maximum Principle.

Inthis section, we present the theoretically interesting and practically useful theorem due to pontryagin in
connection with the optimal contrd theory.

Let the given control system is governed by the ordinary differential equation.

x-(t)=f(x(t)),u(t).1 20
Where x(1) = (x;,xz,...,xn)(eR"’ and u(t) = (u,,u,,...,um)erm, x(t) being the state variable vector

and u () being the control variable vector having the range set 4 < R™ and 4 be the set of all possible controls.
. Letthe initial condition be given by

x(0)=x"= (x,o,xg,...,xg).

and the pay of functional be
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pop O _d(OF
op do\op
o, A+2up=0
or, A=-2up
O _d[oF
- For &+, "ol ap'
o, 2uz= 0 |

As in the previous problem, p = 0 is not possible, sothatz=0,i.e. (p+ 1) (-p+1)=0,0r,p=+1.

do
Nowqatt 0, we have @ = aand*;,;-o

Therefore, initially the control should be -1 and at the and of the path it should be p = 1. Assuming that there
is only ene switch which changes the control from p =-1 to p = 1, we determine the time when this swtich over
takes place. For p =—1, the given differential equation can be written as

—l=w(l+ﬂ)
do

dw
or, w—=1+w

do

_w aw_

% 1rwde
Integrating we get.

w-log(1+w)=-0+c,,¢, isconstant.
At 8 = d,w=0, Therefore, ¢, = aand so, 0=-w+ log(1+w)+a

| Similarly, for p=1, we have

1= w(1+ﬂj
do
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| Where p is the control variable.
Now the problem is to choose w to minimize T subject to the constraints p = w( —g—wé- +‘_1) and ] p] <l

The inequality constraint I pl <1 can be replaced by introducing a new control variable z as

R =(pi)(-prl)

* Now We construct the augented cost functional as

. 1 | ) d") . 2
= f[-,; + K{p—w(l +~c}5)} +p{z ~(p+ 1)(-p+l)}]d9 B
 Where A and p are Lagrangés multipliers.
For the optimal path, the Euler’s equations are given below.

ForW:££~i( dw‘ )
o dw d9d9=0 .

Wﬁere, szg,-%—k{p—w.(l}-i-‘w)}%p{f -(p+vl)(—p+l)}

o o A(l W)= (W) AW =0
. w

1
or, }\.=~—'2~+}\.'W
w

or, k'w-l=—lz-
w
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~3 -

P...-.'.___..___J
4

~ The graphreverals the fact thatat ¢ =7, there isa discdntinuity inf, as we switch it over from its m: ximum
positive valuetoits minimum negative value. For this reason, this type of control is r?;f_erred to as barg bang ontrol. -

de de
e e

Example 7 : Angular motion of a ship is described by an equation @ P

Where p is the rader setting which is subject to the constraint ' pl <l
~ _ o
Tochange theangle § = o to 8 =0, itisrequired to make -c};- = (). Find p to minimize the time {: ken for

correction. ' _ _ |
" Solution : Let the time taken to change the required direction is 7, which is given by

. T dt 1 - rl
T=Ldt= »«%:f%@de" '~ df

Where W = %?— Now regarding w to be a function of ¢, we have a state variable wwhichis the inde endent

variat le. Expressing p in terms of w, we have
L& o
P a

d(de) do

2-&; dt ) dt
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d*x B,0<t=<x
=f= { ' 23)

ar ~0,7$1<T

W o assum e thatby a sw itching device the change from B to—a takes place atatime t=7 which isto be
determined.

From (23) we get, on integration.

dx BrOo<t<t '
dt |-a(t-T),1<t<T

Againintegrating,

142
()= 1ptfor0<t<t
~4(t-T)+afort<t<T

dx .
Now, d(f) and — must be continuous at £ = f then we have

dt
Bt=a(t-T)
and E‘Cz = E(I—T)z +a
2 2

Slowmg, weget T= _2aa_ 24
“T\B(«+B) | |

and T = M 25)

. of

Hence the minimumtime to brmg the car in the stationary positionata d1stance a is given by (25) and the
optimal control to be applied on the car is given by equation (23) where #is given by equauon (24).

* Graphically control can be repmsentqd as follows.
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We formulate the angmented cost functional as
. 1 dg ; 2 |
T zfl:-—\/i—g-*'a(?d‘x——f)'l'u{z —(f+a)(-f+B)}]dx

Where¥ is the stae variable, fand z are control variable and A, p are Lagranges multipliers. The}opﬁmal path
will_ satlsfy the following Euler’s equalitions for g :

-~ oF _dfoF

dx Eg“)=0 Where F=_\/_;__;+}t(gl"f)+l’-{zz"(f+°‘)('f+ﬂ)}

or, —(2g)™" ,..Z_: =0 | | (20)

, gf___g_(aF)
for oz dx\ oz

or, —X+2uf+pa-uﬁ=0 | @1
O _c_f_(aF)
for /"o " dx\ o7
o, 2uz=0 (22)
From (22), We have eitherz=0 or p=0
Ifm=0 from (21) A = 0 and from (20).g —a which is clearly not possible, 7 will be zero ifg—>a.

Hence, m # 0, so,thatz=0

S(f+a)(-f+B)=0
Which gives f= - o or f=f.
Thus on the optimal path, the acceleration and the deceleration forces take their maximum values.

Hence from the nature of the problem, we may conclude that initially maximum accleration B is applied and
then aftertime £=7 (say), the maximum deceleration — o is applied to bring the car to rest (velocity is zero) at time-

t=T.

. The equation of motions are
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T= Ldt—f——-dx—-f:jzdnf%dx
P

Where v is the velocity of the car. Regarding v as a function of x, we can have the end conditions in terms of

v as v(0) and v(a)=0

d’x ddx) d dvdx av
- Now /=2 dt(dt)‘d:(v)'dxdt dx
=.£’..(,1_sz
dx\.2
-%
dx
Wh =—l-v"» =2g
ere, & > o, v= g
14 J2g _
With g(0)=0and g (a)=0
Alsoweh f—d— -~f 0 ‘ 7
s0 we have dx’ordx , )

* The reduced problem is to find the controlf which minimizes the functional 7 given by (16) subjecttthe
constraint (1 7) and the inequality cons;raint (14) along with the end conditions g(0) =0 and g (0)=0.
‘Now we ché,nge the inequality constraint (14) into the equality constraint by introducing another control’
variable z where, 22 =(f+ (x)(— f+B) (18)
zbeinga reai variable and if the inequality constraint (14) is satisfied then 72 > (),

Hence the problem is to minimize 7"given by (16) subject to the equahty constraints (17) and (18)along with
the end condition g (0) =0 and g (a) = 0.
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._-@.—1'— e % | 1
Input 1+D Ouiput - 5 D

D -112.'-'._‘_®

“ Block diagram

4.1 ﬁang Bang control .
- Aconcept of Bang Bang control is illustrated by the following simple physical example.

Let acar s drivced from a stationary position on a horizontal way to a stationary position in a garage moving
atotal distance ‘a’. The available control for the driver are the accelarator and the break (for simplicity we consider
fio grear change). The corresponding equation of motion for the car is

Cdx | |
Where, f=7(f) represents the acceleration or decelertion clearly, fwill be subjected to both lower and
upper bounds, i.¢/, maximum acceleration and maximum deceleration so that - o < f'(¢) <p (14)

Where B is the maximum possible acceleration and a is the maximum possible deceleration. Now the problem
is to solve the equation (13) subject to the constraint (14) with the initial conditions.

ax)
=0l %] =0
x(O) (dt )I:-O

dx

and x(T') = a,(;t-)‘:r =0 13

Where Tis the time of travel. Now the problem is to find out the control fwhich accomplishes the operation
inaminimum time. ‘

The time of travel T'can be expressed as
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. 1 ~\(, a N, A E
..‘u-x2+xz-[~i(1—\/-2-) b+$],_(ﬁ_l)b__}._ |
Thus, we have determined the control variable ¥ which minimizes the functional J.

Representation of the solution by block diagram :
The solution of the electrochemical rpocess control problem can be illustrated by a block diagram nothing

that u is of the form u = ax, + a,x,,

Where a,, a, are constants to be determined. »
Comparing the co-effcients of r and constant terms from both sides, we have

o) 45
ie., 2a, =\/5a2 =(1 _ﬁ)

ané —(ﬁ—!)b--;i:aa, +ba,

ie., aa,‘+ba2 =-——‘23+(1—\/5)b

and 02-“—'1"'\/5

Slowing, we get @, =

—_ NI-—-

)= ()+(1- ) ()
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1d
=x,~a—§-t-(k A.)

=% -'-B!t-u.(.'. u=x-—-5»)

DR PR
'=x,—-(—;x,(:.xl=|.;) :

or, (D‘ -D ""1")"1 =0, Where d Eg‘
_ : a) - dt

This indicates that the solution.of x1, x2 and the control variable depends on the choice of the disposable

, 1 ‘
constant o, For simplicity, let us choose @ = —. Then the above equatin reduces to

4
(D‘ -D? +-l—)x =0
. 4 i

R CEC

!
on % (1)= (ct+ cz)e "+ (c t+e, )eT
Where ¢,, ¢,, ¢,, ¢, are constants which are to be cvaluated with the help of the end conditions. .

As x, —0as ¢ —» o, We have ¢,~¢, =0
x‘(t) (c.t+cz)e » So that x2 X = c, B ~T(c,t+c4)e
Now, x,(0)=a gives ¢, = a, and x (0) = b gives ¢, “"‘"/1'5'02 =b
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Combihinéﬂmeseﬂxreerelaﬁons X, =AW=A- A and A = ¢ along with the constraints, we can ¢liminate

.‘!:ﬁzfi(ﬁ)=_‘!ﬁ=£
art d°\a) a, adt
),
dt\ dt

- -g—'(—xz +u)+u

A

a o

Directorate of Distance Education -

(

i,
dt

A (A =ou)

Aandp and and solve for x,,x,and u as follows.

)_

d‘2
"t

(-x, +u)

43
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Example 6 : An electrochemical system is modelled by the differential equation ¥ = —x + u, wherexand

uare functions of time 4.

; ) | o j
Minimize the cost functional J/ E E (Jr2 + o’ )dt when o is a disposable constant by chosing the control

variable properly.

Solution : As before, we convert the given second order differential equatioq to the first order differential

" equation by introducing the state variables x,and x,

as x, =x
andx, =X, =%
Hence, the variabels x, and x, satisfy the equations

and %, = x,

* The end conditions for an electrochemical system are that x and x are given at 1 =0 and both tend to zero as

t—>a

42

In terms of state variables, the above end cdnditons can be represented as
x,(0) = a (say)
x, (0) = b (say)

" x,—>0andx,>0ast>aqa

Where, a and b are constants.
Hence the problem reduces to minimizing -

J =—;— f(x,z +au2)dt

subject to the constraints %, = —x, +u and X, = x, along with the above end conditions.

- We form the angmented cost functons with the help of the lagranges multipliers A and p as. _

VJ‘ g%f(x’ fauz)‘dt

The Euler’s equation for the state variables x1 anci x2 and the control variable u for the above functional are:

Directorate of Distance Education
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With the conditions x,(0) = a and x,(0)=0 ,
~ Now the control problem is to choose « so that the system (,, x,) moves from (a, 0) at #=0to (0, 0) at

some subsequent time. .
As an initial guess, let us assume = constant=c.

- Thenwehave X, = -W2x, +C

- or ¥ =-wx, +C

. . C
or, x, = A cos wt + B'sin Wi +'-;; :
and x, = X, = —Awsinwt + Bwcos wt.

Att=0,wehavex, =gandx,=0

‘ C
) . - A:a—-—.—
- B=0 and | W

. (.cC C
SX = a--w-.’z- COSWI+-W—2~

an 2. . wz
M * - . . . n I3
The value of x, i.e. velocity will again becomes zero when .l=;- At that time

cyY c ¢ _ -
X = —(a - "z‘) +t—=-a+ 2By the given condition, x,, i.e., displacement must be zero.

T w w

, .'.-a+£€-=0
w

aw’
of, C=—

2

. . ‘ aw’ . 14
Hence the contro] variable, i.e. force ¥ = —2— takes the system from (a,0) at=0t0 (0, 0)at f = .w— and

the system is controllable.
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Now, using the boundary condition x1 (0)=0, we have D=0 and x,(0)=1 gives C=1.
Af?
xz(l)”—"—-é-—+Bt+C

Ar BY
or, X, =—-'6—+——é-—+l

. . A B__O
Againx (1)=1 gives -g + -é-

. A '
- andx,(1)=1 gives 5""3 =0, sothat 4 = B=0

and thus x{f) = x () =t

Hence, the optimal path is given by x(t) =1,0Lt<1

d’x ?
and he corresponding value of the functional is J/~ = I: I+ ( -;?*J dt =1

4. Optimal Control. |
. With the hélp of the following examplés, the problems of optimal control are illustrated in this section.
Example S : Aparticle is attached to the lower end of a vertical spring whose other end is fixed, is oscillating
about its equillibrium position. If x denote the particule’s displacement from the equilibrium position, the governing
differential equation for this motionis ¥ = —w’x. | | '
If the particle is at its maxim-.n displacement x = g at time /= 0 and at this instant of time, a force is per unit
mass is applied to the particle in order to bring the particle to rest when its displacement is zero, find such a fdrce

u.
Solution. After the application of the force 1 at x= a and = 0, the goveming differential equation becomes

¥=-wix+u ,
The system can be represented in the form of first order differential equations by using the variables x,=x and

X, =X =X

as X, = -wyx, +u and x, = X,
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The constraint is incorporated into the functional J, using Lagranges multiplier A and we formulate the
angmented functional as -

= (142 100 %) Jar
To find the optimal path of this functional, we solve the corresponding Euler’s equati«_)ns given below.

.Forx,:—sf——'—{i— §E— =0 where F =1+% +A(x, - %)
ox, dt\ ox,

d
Z(-1)=0
or, (-1)

| or, A =0

or, A = constant indendent of #

F X .,._af__.—cg- Efi =O
Oy, dr\ ox,

or, A—2%, =0
. A '
or, X, =-£=A(say)

or, X, = At+B -

2
or, X, =—fg—+BI+C

2
S X =—42£—+_Bt+C
AP B

or, X, =—+—+Ct+D
s 1 6 2

Where A, B, C, D are constants.
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J; £ F(x,,xz,...,x,,,‘xl,x2,...,x,,,t)dt ' Can
Where xi's satisfy the constraints.
8 (%5 Xgperes X33, Ty ey X3 8) = 0& B (X, Xy ... X, 3 %, ,_x,,.;.,fc,,;t) =0 (12)

We solve this problem in the same way as we solve on ordinary extremum of a function by mtmducmg two .
Lagranglan Aand pand formmg the angmented cost functional as

= [{(F+ag+ph)de

Now, we find the extremum of these functional.as before and the lagranges multipliers are found from the
Euler’s equationsn for this new functional and the given constraints. -

4 .
Example 4 : Find the stationary pathx x(t) for the functional J f [1 +( px ]Jdt _

Subject to the boundary conditions
x(O) =0
x(0)=1
x(1)=1 ~
#(1)=1 ‘
Solution. To eliminate the second order derivative form the functional J, we introduce two variables, namely
x,=xandx,=x -

as it is supposed to be a function of 7, x and x only. 'fhus the problem reduces to funding the extremum of the

functional Jzﬁ.r'
with the boundary conditions x, (0) =0,
x0)=1
x, (=1
x, (1)=1
m@m=1 S

and the constraint x, — %, = 0
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- Since hm are perfectly arbitrary and independent of one another, the terms within the square bracket of
equation (9) are separately zero. Thus, | '
oF d(oF) ' o R
———| —|=0,k=1,2,3,...,n. ‘

Equation (10) represents a whole set of Euler-Laangrange equations each of which must be satisfied for an
© exireme value. |

" Example3: Findxandy as functions of #, so that
M2, 2Y_ .,
J-fo[z(x +y ) mgy]dt
'May have stationary value. It may be assumed that x and y are given at toand £1.
Solution : Here, F' = -’-;—(x2 +y? ) - mgy contains two dependeﬁt variables x and y

Thus, Enler-Lagrange equations are

oF d(dF oF d(dFJ
OF _dfdF)_oand —-=| = |=0
}ax‘dt(dch‘ ox  dt\ dy

" These equations reduce to

d -ood gy,
—f - -l m -+ =0,
=0y (m3) e
ot 2 1 . .
- Whichgive x =¢t+c¢ andy”’"‘i'g‘ +d,t+d;,

Let x(¢,) = X,,d, and the required solutionis x =¢#+1, and ¥ < —~2—th +dt+d,,
' 3.20ptimization with constraints :
 Letthe problemisto find the path x, = x, (£),10 S +1,,(i =1,2,...,n) whichmaximizes or minimizes the
cost functional ' ' '
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oF dxk‘" OF di'k
e 4 dt
W""a""da Iz(axk de = oik de J

»fz( (1) + _nk(t))dt

d)’(s) i oF . OF
Now, [ e jLo L 2 ,(m o, ,+ up a.k) 4

k

Since (x; ){=0 =x, and (x; )e=0 =X,.
dJ ( £)
~The condition for the path along which Jhas stationary value is ds =0
) oF . OF '
= ——+ T dt =
Hence L};(m o o ] ‘ 8)

Integrating the second term by parts,

. . d| 0 @ d| O
fm—-d'[ ap:],o“ﬂ,mz[gxﬂd’“f d,[af ]"”

‘ tsi:nce ﬂk (t)=n, (1) =01

* Using this result, equation (8) becomes

fz[ oF _ %%ﬁ]dz-o.

k

, oF d oF | ‘
oLEX a=o0. | : 9
fa;ﬂ [8x dt&x,] &
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. . od
. Now the euler’s equation for this problem, gives Z(zx ) -0=0,
or ¥ =0, or, x=At+ B, Where A, B are constants.
Using the conditoins x(0)=1 and x.(1) =0, we have B =1 and 4=0

~x(t)=1 forall.

The optimum value of Jalong x(H)=1is J = E(O +Ddt=1.

- 3.1 Cost functional involving several dependent variables :

Let the integrand F be a function of one independent variable ¢ and several dependent variables

X, (t) s Xy (t )., es X, (t) . These dependent variables are functions of  only.

‘Now the problem is to find the functions x, (1), x, (),..., x, (t) such that the integral

J = r F(x,,xz,»-,x,.,i;,---,if,.;f)df (6) may be statonary.

Let us consider two paths out of infinite number of paths between two points P and Q, Such that the

difference between then may be described by the functions 1, () ande.
The function 7, ( t) must ’sati.sfy the following two conditions :
(@) Allthe neigﬁbquripg paths inus@ pass throught the fixed points Pand 0, i.e. 7, (t)=m:(1)=0
@ m, (#) must be differentiable. | | - |
Let P & Q (Figure 1) be the path along which Jhas stationafy value and PR Q be éneighboun'ng path If

X"k and X'k are the values of x, and X, along the optimum path, then the values of x,x},...,x; interms of

n,(¢) andgare x; = x, +8x, =x, +en, (1), i=1,2,...,n

Ifthe integral has stationary value along PRQ, then
J(e)= f’F(x, +EN,, X, +ENyseny X, +EN,,, Xy + €Ny, XT +EN, 3 L0l (D

Now, J(g) is statonary for € =0, as in case of single dependent variable. Differentiating (7) with respecttoe,
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4

' Note-3: Whenx is given at one end point only, say at # = ro, then [T] %E:! =0, gives n(to) =0 and
\ : , X

.'u

oF v .
o 0 at /=1, These end point conditions are called transversality condition.

Example 1 : Find he cutve x = x(f) which minimize the functional J = £( x* + 1) dt wﬁere, x(0)=1 and
©(1)=2. |

Solution : The Enler’s equation for this problem, is given by

d(&F] 0whereF(xxt)-x +1
dt\ ox

. OF .
Now[SF) ()and‘é*"Zx,sothat ---(2x) 0= Oorx 0,

or,x = At + B, Where 4, B, are constants.
- From the end conditions, we have x(0)=1=>4-0+B=1=>B=1
and #(1):2::A+B=2:>A=l
Hence, the optimal path isx(f) = ¢ +1
and the corresponding value of Jis J I: (x2 +1)dt = }: (1+)dr=2
Example 3 : Find the function x(f) which minimizes the functional J £ (552 + l)dt where x(0)=1, butx can

take any value at ¢ =1

’Sol}utin‘. Here also F (x, JZ:,t) =x2+1

. ] _ : . . OF :
Since x is not prescribed at the end point # = 1, we have the transversality conditoin Fy =0 t=11e
_ : X

#(1)=0
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,[:{F;(x't),%‘,t)n(t)%Fi(x‘(t)t)f](f)}dt=0. | | | B (4) 

Now we consider the term f F.(x'(0),% (t)n (1)t

= [Fsc _“n_(t)dt]:; - fo H%(Fx) Iﬁ(t)dt}dt
- [(EWOa () =n()=0]

=Thus (4) becomes = -£(F,)’n(l)dt -—%F n(r)dr=0

or, ﬂ{”x;‘;}{;(ﬂ)}n(t)dtéo |

Since 1(¢) is arbitrary deformation of the path; therefore

'd(BF) 8F
o, A |"w T | ®)

This equation is known as Euler-Lagranges equation or simply Euler’s equation and i$ used frequently in he
study of calculus of variations. ‘ '

Note-1: When x is given at the end points to and t1, equ. (5) gives the necessary condition for the optimal
path. ‘

Note-2 : When x is not given at both the end points to and ¢,, then 1 is completely arbitrary and its value at
the end points are also arbitrary. In this case, the necessary Conditions for extremum of ./ are given by equation (5)

U
together with [n—ss—g} = O,i.e.,%l;:: =Qatt=t,&t=1=¢,.
X BN

ty
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Direct Cost

P - = s b 2 o e e o o ot 2 o e -

Time
Fig. 14

The direct cost curve (from the relationship of direct cost and time) are shown in the figure, The point B ‘
denotes the normal time for completion of an activity whereas the point. A denotes the crash time which indicates
the least duration in which activity can be completed. The cost curve is non-linear and asymptotic nature. But, for
the sake of simplicity, it can be approximated by a straight line whose slope (in magnitude) is given by

Crash cost - Normal cost _C, -C,
Normal time-Crash time 7T, ~T,

Cost slope =

It is also called as crash cost slope or crash rate of increase in the cost of performing the activity per unit
reduction in time and is called cost/ time trade off. It varies from activity to activity. After assessing the direct and

indirect project costs, the total project cost which is the sum of direct and indirect cost can be found out,

Time-cost optimization algorithm/Time-cost trade off procedure.
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The following are the steps involved in the project crashing.
~ Step-1. Considering normal times of all activities, identify the critical activities and find the critical path.

Step-2. Calculate the cost slope for different activities and rank the activities in the ascending order of cost
slope. »

Step-3. Crash the activities on the critical path as per ranking i.e. activity having lower cost slope would be
crashed first to the maximum extent possible (For the crashing of lower cost slope i.e., for the reduction of activity
duration time, the direct cost of the project would be increased very slowly).

Step-4. Due to the reduction of critical path duration by crashing in Step-3, other path also become critical
L.e., we get parallel critical paths. In such cases, the project duration can be reduced by crashing of activities

* simultaneously in the parallel critical paths.
Step-5. Repeat the process until all the critical activities are fully crashed or no further crashing is possible.

Inthe case of indirect cost, the process of crashing is repeated until the total cost is minimum beyond which
it may increases. The minimum cost called the optimum project cost and the corresponding time, the optimum
projecttime.

Example 4

The foliowing table shows activities, their normal time and cost and crash time and cost for a project.

Activity Normal time Cost (Rs.) Crash time Cost (Rs.)
~ (days) (days)

1-2 6 1400 4 1900
1-3 8 2000 5 - 2800
2-3 4 "1100 2 . 1500
2-4 3 800 2 1400
3-4 Dummy - | - -

3-5. 6 900 - 3 1600
4-6 10 2500 6 3500
5-6 3 - 500 2 800
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ludirect cost for the project is Rs, 300 per day

@ Draw the network of the project,

() Whatarc the normal duration and associatc cost with project?

Gii)  What will be the least project duration and the minimum project cost?
(iv) Find the optimum duration and minimum project cost?

Solution Wi}
’ L4=10 ., ‘
B §® 1) o (Crash fime ure dis;ﬂnycd i brack,
Lach 3D o Double fine shows the critical path
'
E¢=2d
L= 0 } L‘ = 26
E! = {

63

Fig. 1S

(i)  Using the normal time duration of cach activity, the earliest and Jatest occurrence time &t various nodes are

computed and displayed in Fig, 15 of the network.

From the network, it is seen that L-values and E-values at nodes 1, 2,3, 4, 6 are same. This micans that the
critical path is 1 -2 ~ 3 ~ 4 — 6 and the normal duration of the project is 20 days. The associated cost of the

project.
= Direct normal cost + indirect cost for 20 days
- Rs [(1400 + 2000 + 1160 + 800 + 900 -+ 2500 + 500) + 20 x 300]
=Rs. [9200 + 6000] = Rs. 15200 |

(i) The Sost slopes of different activities are computed by using the formula
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Crash cost - Normal cost
Normal time-Crash time .

Cost slope =

and these are shown in the following table.

Activity -2 1-3 12-312-4|3-5[4-6] 5-6

Slope | 250 | 267 | 200 600 1 233 T 256 300

Ls=10
32) E«=10

Ly=6
Ez=()

10(6)

E(,": 19
L(,=l9

Es=15
Lba 17

. Fig. 16
Now we constant the following table for finding the optimal cost with duration and minimum project duration with
cost,
: Critical’ Ses Activities Project r:?mn:fl Crashing cost Indirect cost To(t;l;)OSt
Path(s) | Figure- crashed| length | .o (Rs) (Rs.) (Rs. 300/day) |
- (time) | (days) ™ (a) ®) © [ A+B+0
1-2-34-6 |Fig. 15| | 20 9200 _ 1300 x 20 15200
1-2-3-4-6 [ Fig. 15 | 2:3(1) | 19 9200 200x1 = 200 300 x 19 15100
fjj_“;-"' | FigT16 | 1:2(1) | 18 ] 9200 | 200+250x1=450| 300 x 18 . 15050
::ii:g'(" Fig. 17 | 46) | 17 | 9200 450+250x1 =700 | 300 x 17 15000
; .3.;.26 Fig. 18 | 3-51) | 16 | 9200 | 700+233x1+250 | 300 x 16 15183
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|.2-4-6, 4-6(1) x}= 1183
1-3-4-6, ,
1-3-3-6,
1-2-3-5-6
1-2-3-0-6,

1-2-4-6, ) 3-5¢1) 1183+233x 14250
}-3-4-6, Fig. 19 15 9200 ' 300 x 15 15366
"3'5'6, 4‘6(‘) T Xl = 1666 ‘

-2-3-5-6
1-234-6,

1-2-4-6, . 3-5(1) o 1666+233x1+250
1-3-4-6, 1- Fig. 20 14 9200 . .
3.5.6, 4-6(1) x1= 2149

1-2-3-5-6,
1-2-3-4-6. | | ]
1-2-4-6. _ 1-2(1) 2149+250x1+267
1-3-4-6, | Fig.21 13| 9200 300 x 13 15766
1356 1-3(1) x1=2666 |

1-2-3-5-6

1-2-3-4-6, 1 2-3(1) -2666+200x 1+600

- 1-2-4-6, . - : '
1.3-4-6, | Fig. 22 | 2-4(1) | 12 9200 x14267x1= | 300 x 12 16533

1-3-5-6. 1-3(1) 3733

300 x 14 15549

[-2-3-546
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E(,:‘l4
L(,= 14

Er, =13
Lf, =13
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E, =0 ~ 3H - L=

Fig. 23

From Fig, 23, it is seen that no further crashing is possible beyond 12 days. Hence the least project duration

is 12 days and the corresponding cost of the project will be Rs. 16,493.00.

As the minimum cost occurs for 17 days schedule, optimum duration of the project is 17 days and the

minimum prbject costis Rs. 15,000.00.

I I S

@

10.

SELFASSESSMENT QUESTIONS /EXERCISE
Discuss the different phases of a project. ‘
What is network analysis? What are the advantages of it?

Discuss the common errors in a network construction. -

* Whatis critical path? What are the main features of it?

Explain the terms : total float, independent float, free float, slack, crashing.

What is PERT? What information is revealed by PERT analysis?

Explain the following time estimates used in PERT :

(i) Optimistic, (i) Pessimistic, (iii) Most likely

Distinguish between PERT and CPM. _

Define expected time and variance in térms of optimistic, pessimistic and most likely time.
What do you mean by time-cost trade off? Define cost slope.
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11.

How do you calculate the earliest startih‘g time and the earliest finish time?

12. Define float and different types of floats.

13. Aprojectconsists of a seri€s of tasks labeléed A, B, ...., H, I with the following relationships (W <X, Y means
X and Y can not start until W is completed; X, Y <W means W can not start until both x and y are completed).

With this notation, construct the network diagram having the following constraints :

A<D E B D<F,C<G G<HFG<I

....................................................................................................

14.  Find also the minimum time of completfon of the project, when the time (in days) of completion of each task

isas follows:
Task A B ¢ D E F G H I
Time 23 8 20 16 24 18 19 4 10
15. The following are the details of estimated times of activities of a certain project.
Activity : A | B C D E
Immediate Predecessor: =~ — A A B,C - E
Estimated Time (weeks) 2 3 4 6 2
(8) Findthecritical path and the expected time of the project.
(b) Calculatethe eaﬂiest start time and earliest finish time for each éctivity.
(¢) Calculate the float for each activity. |
16. A projectconsists of eight activities with the following relevant information :
Activity Immediate Estimated duration (days)
Predecessor Optimistic Most likely | Pessimistic
A - 1 1 7
B - 1 4 . 7
C - 2 2 8
D A 1 1 1
E B -2 5 14,
F C 2 5 8
G D,E 3 6 15
H F,G 1 2 3
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(i) Draw the network and find out the expected project completion time.
(i) What duration will have 95% conﬁdence for project compleﬂon"

(iv) Ifthe average duration for activity F increases to 14 days, what w111 beits effect on the expected project
completion time which will have 95% confidence? _ '

“17.  Draw the network for the following project and compute the earliest and latest times for each event and also
find the critical path :

Adiviy 12 13 24 34 45 46 57 67 18

nmedime -~ - 12 13 24 24, 45 46 67,
- o34 5.7

Timde(days) 5 4 6 2 1 7 § 4 3

18. A small project consist of seven activities, the details of Which are given below :

Activity | Time estimates - | | Predeééssor |

| t, t, t, |

A 3 -6 9 None

B 2 5 8 None

c 2 4 6 A

D 2 3 10 B

E 1 3 11 B

F 4 6 8 | C,D

G -1 5 15 E

Find the critical path. What is probability that the project will be completed by 18 weeks?
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19. The following table gives data on normal time-cost and crash time-cost for a project :

What are the normal project duration and associated cost?

Crash the relevaht activities systematically and determine the optimum project compl'etion time and

cost. | _ . ‘ ‘

20. The folloWing table gives the activities in a construction projeét and other relevant information :
Activity Immediate Time (days) Direct cost (Rs.)
predecessor Normal | Crash Normal Crash

A - 4 3 60 90
B - 6 4 150 250
c - 2 1 38 60
D A 5 3 150 250
E C 2 2- 100 100
F A 7 5 115 175
G- B,D,E 4 2 100 240

.....................................................................................................

Activity Normal Crash

; o Time (days) Cost (Rs.) Time (days) Cost (Rs.)
1-2 6 650 4 1000
1-3 600 -2 2000
2-4 5 500 3 1500

" 2-5 3 450 1 650
3-4 6 900 4 2000
4-6 8 800 4 3000
5-6 4 400 2 1000
6-7 3 450 2 800

The indirect cost per day isRs. 100.

o
(i)
(i)

Draw the network and idenﬁfy the critical path.

Indirect costs vary as follows:
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15 14 13 12 1 100 9 8 7 6
Cost (Rs.) 600 S00 400 250 175 100 75 - 50 35 25
() Draw the network of the project. |

(i) Determine the project duration which will result in minimum total project cost.

16. SUGGESTED FURTHER READINGS
¢ TahaHA, Operations Research — an Introduction, PHI.

*  Bronson, R and Naadimuthu. G., Theory and Problems of Coperations Research, Schuam’s Qutline
Series, MGH.

*  Swarup, K., Gupta, P.K. and Man Mohan, Operations Research, Sultan Chand & Sons.
*  Sharma, J.K. Operations Research - Theory and Applications; Macmillan.
* Gupta, P.X. and Hira, D.S., Operations Research, S. Chand & Co. Ltd.
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 QUEVINGTHEORY

1.0 Introduction

A group of customers waiting to receive service including those receiving the service is known as a waiting line or
queue. Queuing theory involves the mathematical study of queues or waiting lines. The fonnéﬁcn of waiting lines (or
queues) is a common phenomenon which occurs wheniever the current demand for a service exceeds the current
capacity to provide that service. The queues may be seen at a cinema ticket window, bank counter, Doctor’s clinic,

bus stop, reservation office, etc. for getting service. Some examples of queuing services are given in Table-1.

Table 1: Example of queuing service

. Costumers or . . .
Situation Service facility or servers Service process
’ arrivals
Telephone exchange Telephone calls | Switching board operators or | Computer
' electric switching operators
Departmental store Customer Ch:k‘:‘iﬂg clerks and bag Bill payment
packers : ,
Bank Customer Bank clerk, check drawn. Deposit money withdrawn
‘ ‘ ~ deposits (cash) — ‘

Job interviewing Applicant Interviewee Selection of the applicant
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The person waiting in a queue or receiving the service is called the customer and the person by whom the
 customeris serviced is called a server. Queuihg problem arises because the cost of service niay not be so cheep as
to ensure sufficient service facilities so that no customer has to wait. Customers arrive ata counter agoording toa
* certain probabilistic law (Poisson’s input, Erlang input, etc.). On the other hand, the customers will be served by
one or more server following a certain principle (FCFS i.e., first come first serve, random service etc.). By providing
additional service facility, customers waiting time or queue can be reduced, conversely by decreasing the number
of service facilities a long queue will be formed. This may result in loss of sales or customer. The service times are
random variables govern by a given probabilistic law. After being served a customer leaves the queue. The objective
of queuing model is to determine how to provide the service to the customers so as to minimize teh total cost of
service and waiting time of customers by manipulating certain factors (variables) such as number of servers, rate of

service and order of service.

Structure:

1. lntroduétion '

2. Objectives

3.  Keywords -

4. Characteristicsof Queuing System

4.1 Inputsource |

4.2  Service mechanism

4.3 Service Discipline

4.4 Capacity of the systém

Important definitions in queuing problem
The state of the system

Probability distribution in queuing system

® N o v

Classification of queuing models
8.1 Modell: (M/M/1): (e/FCFS/ )
82 ModelIl: (M/M/c): (20/FCFS/ @)
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8.3 ModelIII:(M/M/l):(oo/FCFS/'oo).
- 84 ModelIV:(M/M/c):(oé/FCF-S/oo)

8.5 Model V:(M/M/R): (k/GD/k),k>R
9.  Selfassessment questions/exercise
10.  Suggested further readings
2. OBJECTIVES
| Afier studying this module, the reader will be able to
¥ identify and examine the different situations which generate the queuing problems.
*  leamnthe various factors/corhponents of a queuing system and description of each of them.

*  analyze a variety of performance measures (operating characteristics) of a queuing system.

+*

understand the different queuing models and derive the performance measures for each of them.
3. KEYWORDS
Queue, waiting time, customer, arrival pattern, service pattern, service mechanism, service facility, queﬁe'discipline,
customer‘behaviour, balking, reneging, priorities, operating characteristics, transient state, steady state, pfobab.ility
distribution, pure birth process, inter-arrival times, Markovian property, pure death process, traffic intensity, Poisson
| queue, non-Poisson queue, queue length, busy period, Machine repair problem, break down, flow of arrival,
effective arrival rate, idle period
4. CHARACTERISTICS OF QUEUING SYSTEM
Any queuing system can be characterized by the following set of characteristics:

*  Inputsource

*  Service mechanism

._"' Service discipline

*  Capacity of the system.

The general frame work of a queuing system is shown below:
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Service
completed

e
LTI IR

Input
source

joint or not to join in
the queue

Customers outside the
$ystem and decide to

4.1 Inputseurce
The input source is a device or group of dévices that pfovides customers at the service facility for teh service..
An input source is characterized by the following factors:
*  Input Size
*  Amrival pattern
¥ Behaviourofthearrivals
Input Size |
| Ifthe totai number of customers requiring service are only few then the input size is said to be finite, But if
potential customers requiring service are sufficient by large in number, then the input source is considered to be

infinite. Also if the customers arrived at the service facility in batches of fixed size or variable size instead oneata

time, then the input is said to occur in bulk or batches. If the service is not available, they may be required to join
the queue. |

Avrrival Pattern

If the pattern of which customers arrive at the service system or time between successive arrivals (inter-
arrival time) is uncertain, then the arrival pattem is measured by either mean arrival rate or inter-arrival time. They
are characterized in the form of the probability distribution associated with these random processes. The most
common stochastic queuing model assumes that the arrival rate folloWs a Poisson distribution or equivalently inter-
arrival time exponential distribution. '
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| Customer’s bebaviour
Thc customers genefally behave in different ways: -
(a) Balking:A cﬁstomer may leave the queue because the queue is too long and he/she has no time to wait or
there is not sufficient waiting space. '
(b) Reneging: A customer who becomes impatient after waiting in the queue for some tune and leaevs the queue.
{c) Pnormes In certain apphcatlons some customers are scrved before others regardless of thelr order of amval
- These customers have priority over others. | | '
(d) Customers may jockey from one queue to another hoping to x;eceive service more quickly.
4.2 Service mechanism |
The service mechanism is concerned with the manner in which customers are serviced. It can be characterized
by observing the different factors: |
(i) Availability of service facility: Service may be available only at certain time but not always.

A (ii)b Capacity or service facility: It is measured in terms of customers that can be served simultaneously. A queuing

system may have one or more parallel service channels or sequence of channels in series as shown in the figures.

Service

Queue o
’ facilitics

Eamamnan 4

—_—

Fig. 1 : Single channel single phase

' - Service . S(:rvic.cw v
Queave M aciliy [P faciiy | ®

Fig. 2 :Single channel multiple phase

Service >
facilitv

. e Queue
Service
facitiy [~

- Fig. 3 : Multiple channel single p‘hase
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Service Service
facility [ facility [

" Service Service |
facility p—y facility

Fig. 4 :Multiple channel multiple phase

(iii)) Service time or duration:
Service time or duration can be constant or a random variable. In general, service time is not constant, sinceitisa

common practice to use overtime or extra effect when an excessive queue condition is present.

| ~ Avariety of proﬁability distribution can be used to characterize the service pattern. The service pattern is

assumed to be independent of how customers arrive. However, it may not be true for sqmeti,mes of service

facilities. The most common stochastic queuing model assumed that service time follows the exponential distribution

or equivalently service rate follows a Poisson distribution. '

4.3 Service Discipline

The service discipline refers to the order or manner in which customers in the queue will be served. The most

common discipline are

() First Come First Served (FCFS); According to this discipline the customers are served in the order of
their arrival. It is also known as FIFO (first input first output). This service discipline may be seen atacinema
tiAcket window, at a railway ticket window, etc. | - | |

(i) LastCome First Served (LCFS): This discipline may be seen in big godown where the units (items) which
come last are taken out (served) first.

(iii) Servingin Random Order (SIRO): In this case, the arrivals are serviced randomly in respective of their

anival inthe system.
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(iv) Service on some priority-procedure: Some customers are served before the others without considering
their order of arrival i.e., some customers are served on priority basis. There are two types of priority

services.
(a) Preemptive priority

In this case customers with the highest priority is allowed to enter service immediately and after entering
into the system even of a customer with lower priority is already in service i.¢., lower priority customer
service is interrupted to start service for a special customer. This interrupted service is resumed again

after the highest priority customer is served.
(b} Non-preemptive priority

In this case the highest priority customer goes ahead of the queue but service is started immediately on

completion of the current customer service.
4.4 Capacity of the system

In certain cases a queuing system is unable to accommodate more than the required number of customers at a time.
No further customers are allowed to enter until the space becomes available to accommodate new customers.

Such types of situation are referred to as finite source queue.
5. IMPORTANT DEFINITIONS IN QUEUING PROBLEM
Queue length: Queue length is defined by the number of persons (customers) waiting in the line at any time.

Average length of queue: Average ] ength of queue is defined by the number of customers in the queue per unit

timne.

W:iiting fime: It is the time upto which a unit has to wait in the queue before it is taken into service.
Servicing time: The time taken for servicing of a unit is called its servicing time.

Busy period: Bugy period of a server is the time during Which the server remains busy in servicing. Thus, it is the

time between the starting of service of the first unit to the end of service of the last unit in the queue.
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Idle period: When all the customers in the queue are served, the idle period of the server begins and it contintics
upto the time of arrival of the customer. Thus the idle period of a server is the time during which he remains free
because there is no customer present in the system.

Mean arrival rate: The mean arrival rate in a queue is defined as the expected number of arrivals occumrigina
time interval of unit length.

Mean servicing rate: The mean servicing rate for a particular servicing station is defined as the expected number
of services completed in a time interval of unit length, given that the servicing is going on throughout the entire time
unit.

Traffic intensity: In case of a simple queue the traffic intensity is the ratio of mean arrival and the mean servicing

rate.

Mean arrival rate
Mean servicing rate

i.¢. Traffic intensity =

6. THESTATE OF THE SYSTEM
The state of the system involves the study of a systein’s behaviour over time. The states of a systent ity ve
classified as follows: |

(x) Transient State: A system is said to be in transient state when its operating characteristics are dependent
ontime, Thus a queﬁing system is in transient state when the p_robability distributions of arrivals, waiiiag
time and servicing time of the customers are dependent on time. This state occurs at the beginning of
the operation of the system.

(iiy ~Steady State: A system is said to be in steady state when its operating characteristics becuine
independent of time, Thus a queuing system is in steady state when the probability distributions of
arrivals, waiting time and servicing time of the customers are independent on time.

Let p, (¢) denotes the probability that there are # units in the system at time 1, then if the probability p, (1)

remains the same as time passes, the system acquires steady state. Mathematically, in steady state,

}im p.(¢) = p, (independent of time)
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| (i) Explosive state: If the servicing rate is less than the arrival rate, the length of the queue will goon

increasing with time and will tend to infinity as 7 — <.

7. PROBABILITY DISTRIBUTION IN QUEUING SYSTEM:

In the queuing system, it is assumed that the customer’s arrival is random and follows a Poisson distribution
or equivalently the inter-arrival times obey exponential distribution. In most of the cases, service times are also

assumed to be exponentially distributed. The basic assumptions (axioms) are as follows:
Basic assumption:
Axiom 1. Thé number of arrivals in non-over lapping intervals is statistically independent.
Axiom 2. The probability of more than one customers mj-ived in the time interval (£, 7+ A7) is negligible and is
denoted by O(Ar) |
ie., p(ar)+p (Ar)+0(ar) =1
- Axiom 3. The probability that a customer arrives in the time interval (t,1+Ar) isequal to AAr +A(t) ie.,
p (A1) = 201+ O(Ar) | | |

where A is aconstant and independent of the total number of arrivals up tothetime ¢, Af is small time inferval and

O(Ar) denotes a quantity which is of smaller order of magnitude that Ar such that

Distribution of arrival (pure birth process)

The process in which only arrivals are counted and no departure takes place are called pure birth process. Stated
in terms of queuing, birth-death prbcess usually arises by birth or arrival in the system and decrease by death or

departure of serviced customers from the system.
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Queuing Theory

Property
[fthe arrivals are completely random then the probability distribution of number of arrivals in a fixed time interval

follows Poisson distribution.
Distribution of inter-arrival times
Inter-arrival time is defined as the time interval between two successive time intervals.

Property of inter-arrival times

( 1,[)" » - . K ._
e and associated random variable
n! .

If the arrival process follows the Poisson diétribution then p, (t) =
defined as inter-arsival time 7 follows the exponential distribution f(r) = A~ and conversely.
Markovian property of inter-arrival time
The Markovian property of inter-arrival timeé statess that the probability that a cuétomer Currently inservice is
competed at some time ¢ is independent of how long he has already be in service i.e., prob {T 24/T=> to} =
pr<)b{0£Tst,~10} |
where Tisthetime be‘r\veen the two successive arrival s. |
" Dlstnbutxon of departure (Pure death process)
Sometimes a situation may arise when no addmonal customer joins the SyStcm wlule service is continued fur those
who are in line-, Letattime? therebe NV (.>_ l) customer in the system, Itis clear that service mll be provided atthe
ratc of 2. Number of customers in the system at time / 2 0 is équal to N minus total deparmre upto the ime ¢, The
distribution of departure can be obtained with the help of following basic axijoms: |
ﬁnsic axioms
() The probability of departure during the time Ar is pAf.
(i) The probability of' more than one departure between the time land t+ At is negligible.
(i) The number of departure in non overlapping intervals are statistically independent i.e., the process has

independent arrival.
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8. -‘ CLASSIFICATION OF QUEUING MODELS
Generally queving model may be specified in the symbolic formas (a/b/c):(d / e/ f)
where a = arrival distribution i.e., tyf)e of arrival brocess
‘ b= service time distribution i.e., type of service process

¢ =number of server |

d= capacity‘of the system

e =service discipiine

J=number of calling source capacity of input service

Generally, the last symbol /s not used. The standard notation for small a and b are taken as M which is called
Poisson (or Markovian) arrival or departure distribution or equivalently exponential inter-arrival service time

distribution.
E, =Erlangian or Gamma inter-arrival for service time distribution with parameter k
G =General service time distribution or.departure distribution
Thus (M /E, /1): (oo/ FIFO /o) defines a queuing system in which arrival follows the Poisson distribution,

service time are Earlangian, single server, the capacity of the system is infinityi.e. system (queue + semce) can

hold infinite number of customers and fmally the source generating arriving customers has an infinite capacity.

Generally queues with arrivals and departure start under transient condmon and gradually reach steady state
after a sufficient large time elapsed, provided that the parameters of the system permit reaching steady state.

Now we define some parameters for the steady state conditien. )

p, = (steady state) probability of n customers in the system

L= expeeted number of customers in the system

L, =expected number of customers in the queue

W, =expected waiting time in the system

W, = expected waiting time in the queue

220 E Directorate of Distance Education



......................................................................................................................................... Queuing Theory

By definiting, L = Z np,

n=0

L, Z P,. , ¢ being the number of servers or channels.

nec
8.1 Modell: (M/M/1):(c0/FCFS/)

This is a queuing model with Poisson arrival, Poisson service or departure, single servicing channel, the
cépacity of the system is infinite and the service discipline is first come, first serve.

Let A and u be the mean arrival rate and mean service rate of units respectively and n be the number of

customers in the system.
Hence the probability of one arrival during time Ar is AAr + O(Ar) and the probability of one departure or service
during At is pAt + O(Ar)
Tohave n (> 0) customers in the system intime £ + Az, there fnay be the following three cases
(i)  ncustomers inthe system at time £, no arrival in time At ,no service intime Af .
| @iy  (n-1)customersin the system at time £, one arrival in time Ar, no service intime Ar.
(iily (n+1)customers in the system at time ¢, nGarrival in timev 47, one service intime Af.
Theretore the probability of n customers in the system at time (1 + &¢) is givenby -
P, (r+Af)=p, (1) {1 ~ AAL+ ()(At)} {1 — AL+ O(_‘.‘At)} +p,. (t)[/lAH» O(an [1- par+ O(Az)]
+ Py (2 [I—AAH—O :'[,UAI+0 (ar) ]forn>0 .
= p,(0)[1- Aar = ust)+ p,_ (1) ADt + p, st + O(Ar)
=P, )+[ A+4) p, () + AP, (1) + up,., (t)]At +0(Ar)

<ot )= pu (1) = [Apus () = (A+22) b, (1) + 1y ()] A1 + Q(A;)

t+0)=p, (1 - oA
or 2229 'p,,< - 20,0 ~(34) 2,0+ 22, 1)+ 22 om0

Now taking limit as At — 0 of both sides in the above we have

P = Ay (1) = (24 ) p, (1) + 4 1) | &
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Ifthere is no customer in the system in time ¢ + Az, there may be following two cases:
(i)  nocustomerinthesystem intime ¢, no arrival intime Az.
@) ‘one customer in the system in time , no arrival in time A7, one service intime Az,
Therefore the probabﬂity of no customersin the'system attime ¢ + At is.given by
po(t+ar)=p, ())[1- 28t +O(An) ]+ p, ())[ 1~ 4 A+ O(Ad) | At + O(ar) ]
= po(t) = Ap, (2) At + up, (1) At + O(Ar)

) -p () o)
’ .Y, At

Taking limitas Az — 0 on both sides inthe above, we have
pi(0)==ap (1) + upi (1) | | o @

Under the steady state condition of the systemi.e., im p, (1) = p, and lim p} (r) = 0 equation (2)and (1) reduce

=~Ap, (1) + /‘Pj (1)

to

~Apst#p =0 (3) .

Ap,~(A+p)p, + 1p,, =0 forn>0 : : (4)
which are the steady state difference equation of the system. '
Solutibn of the steady state difference equations

From(3), -Ap,+up, =0

o B
whichimplies /2 = ; Po = PPy [ ; = pil

Now putting n=1 in (4) we have
Apy~(A+4) p,+ pp, =0
O, p1p, = —=Ap, + (A + /-‘) P

A+
Or,pz"’“;Po+ pr D

e }(—&H)pk
.,Or’ P> #1’0 z ]
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or, p, =~pp, +(p+1) pp, = P Py
Again putting #=2 in we have |
~(A+1)p, +pp, =
of, up, =-Ap,+(A+4) p, =0

A A
or, ;=——p+|—+1|p,
PRV

. = _pzp~° + pjpo +pp, = pspo
Hence, p, = p'p, |
Proceeding in this way, we will have
P.=P"p,
But, we have Z P, =1

n=0
of, o+ D+ Pyt =1
Of, Py + PP+ P Py + P 00 +

Hence  p,=p'po=¢"(1-0)

' ing Theory
..................................................................... uing Theo

)

This gives the probability that there are 7 units in the system at any time. Equatlons (5) and (6) rather give the
required probability distribution of the queue length. '

Analysis of Steady State results:

@ Probabxhty of queue size greater than or equal toNi.e. Prob (queue size > N)

=l (P Pyt + Py-t)
= l—po(1+p+,bz Forornrennn

Directorate of Distance Education
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l N
.. Prob (queue size 2 N)=p" = [-—-)
: #

(i) Expectgd linelength L |
L _=expected number of customers in the system i.e., expected line length or number of customers in the system

=Zn4_vn =annp0 =sznp" '

n=Q n=0 n=0
= p, [p+ 20" +30° +4p° +]

= pop[l +2p+3p +4p° +]

- ' 1
= 1-—- 2: I- ' '=1—-
Poé( P) ( p).p(1~p)24 [ Py P]
P A ___i}
I-p u-2 [p H

@) Expected queuelength L .

L, = expected number of customers in queue (i.¢., expected queue length)

= Z (n - 1} p, [sinceé there are (n~ 1) customers in the queue excluding one in service]

n=l

*an,,-ZpﬁLr(anpo) |

nwi n=l n=Q

=1.-(1-p) =L ~{1-(1~ )}
=l —p=PL _plp = P
=L-p & p[ L l_p}

226 Directorate of Distance Education



ing Theory
......................................................................................................................................... Queuing Theo

g X {--p;i]
1-p ,u(,u—&) Y

_ ' A
Itisnotedthat L, =L +p=L +—asl =L —p
. H R

(iv) Variance of queue length

From the definition of variance, Var(n) = E {nz } - { E(n)} :

=Y, ~{ann}
n=l

n=j

=i"’p" (l—p)--(*ﬁ*J [ L, =inp,, =f—; and p, = ¢’ (1-,;)]

n=| l*p ne=l
o 2

= p(1-p)+ 22 0 (1= p) + 325 (1= p) + 4 0 (1= ) e _(l—ﬁ-’p)z
. . ) 5 : pZ

=-p(‘l-—p)[l+22p'.+~3, prdp.. ]_(1-—,0)2 _

2 . -
=p(1—p)S-—(1p ; where S=1+2p+3p + 430" + ...
. ’ -p ’ )

Now, we have to calculate the simplified expression of .
S=1+2p+3p +4 P+
Now integrating both sides with respect to o from 0 to p,wehave

P I
JSdp= j(1+22p+32p2+42p3 R )dp
p=0 @:0
=p+2p  ¥30 +4p" +50 +...
=p(1-p)"

?Sdpsp(l—p)J:‘ £ .
=0 (l—p)

Differentiating both sides with respect to, p, we have
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1 -2 1 20 l-p+2p l+p
S= + 0 -1} = + = P = iy
e e el T o

. 1 2
=p(1-p) L5 £

- (-0

_pll+vpg o p

-A - (o)

(v)  Probability density function of waiting time excluding the service time distribution.

In a steady state, each customer has the same waiting time distribution. Let this be a continuous function with
probability density function(p.d.f.) y(w) and we denote by () dw . The probability that customers begins to
be served in the interval (w, w + dw), where w is measured from the time of his arrival. We' suppose that a

customer arrives at time w =0 and his service begins in the interval (w, w + dw)

' A'sservice
customers : ~
 start

arrives

- w={ ’ w ' . wW+v

There may be two possibilities;

() Therm isa finite probab iiity P, (the probability that the system is empty) that the waiting time is zero.

@) Let there be n customers in the system, (nF i)waiting one in the service, when customer 4 arrive, therefore
before the service of 4 begins (n — 1) customers must leave ip the time interval (0, w) and n-th customer in

(W, w++dw).
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Asthe sérver’s mean rate of service is 4 inunittime, or u#w intime w and the service distribution begin Poisson,

we have

prob [(n— 1) customers waiting are served in time w]

) e

(n-1)!
and prob [one customer is scrved,irvx time dw]
~. @, (w)dw = probability that a new arrival is taken into service after a time lying between w and w + dw,

=prob. [(n— 1) customers waiting are servedintime w] x prob, [one customer is served in time dw]

()" e

(n-1)!

Let W be the waiting time of the customer who has to wait such that

Mt 1idw

wsW Sw+dw
Since the queue length can vary between 1 and «, therefore the probability density of the waiting time is given by

w(w)dw= p(w<W < w+adw)

= Z[probability that there are n customers in the system] x y, (w)aw

n=|
L -'},w

=nzlﬂ"(1*/?)(#z2 »l)

=(1—p)e“'"udwip" {pn)_ ‘ﬁ 1 = p(1-p)e™ W’WZ p#W)

pdw] - pnv, (1- p)]
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) .
=Il[l-—£\g“lﬂ"dw _1+ﬂ+m)..+““'”” :A[I_i)e‘w'eiwdw
7 TR L

1 N .
=4 (l - —~\ e gy where w > 0
U

| K, < 5
Hence J-W(W) dw = Il[l —-%e""'”dw = lim Iﬂ(l - _’jt.] e

~(p=A)w 8
=4[1—i) lim{ ¢ }
7] B—-mL_(ﬂ’..ﬂ) .

=z(1—-@[0+ ! J:g””" U2
W (=4 HoH—A

This is because the case for which w = 0 is included.

o

Thus Prob[w>0]= jt//(w)dw.z o

0
and prob [w = O] = prob [no customer in the system] = p, =1~ p
~Since the sum of these probabilities of waiting ﬁme is 1.
Therefore the complete distribution of the waiting time is

(a) continuous for w< W < w+dw with probability density function w(w) givenby

y(w)dw = '/1[1 - i\ e A" gy
.
_, | )
(b) discrete forw =0 with Prob (w=0) =1~ ”

It is to note that the probability that the waiting time exceeds w, is

T A ~(u-4)w J” A ~(u-2)w,
wldw=|~—e =—g

which does not include the service time.
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(vi) Busy period distribution i.e., the conditional density function for waiting time, given that a person has to wait

Here we find out the probability density function for the distribution of total time (waiting + service) that an

arrival spends in the system.

Let y(w/ w> 0) =Probability density function for waiting time such that a person has to wait

__v¥)
prob (w>0)
_y(w) | prob (w>0)+ prob (w=0)=1
T ». prob (w>0)=1- prob (w=0)=1-(1-p)=p
)»[1 - i] gl
- H _ ~(u-A)w
S St G L | (10
y’

Now J‘(// w/w>0 :f,u A) My = 1
L0

Thus (10) gives the required probability density function for the busy period.
(vii) Mean or expecting waiting time in the queue i.e. w, (average waiting time) of an arrival in the queue.

o

We have, ¥, = I wy (w)dw

0 H
( A) ‘(ﬂ-i)"J /1]-(1 ,u] ~{u-A)w . '
=WA| 1= — | ——— | + - W [Integrating by parts taking w as first function
p=(u=n)), "IN T = [Integrating by p g ]
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..»«,1[# A) 7 1,1) -(u-a)wT

ﬂ.(,u A) A4 ~I—L whereL A

e ,1) Tu(u=2) 1" ~ pu(u-2)

=0+

(vi) Expected waiting time in the system W, [i.e., average time that an arrival spends in the system
W, =expected waiting time in the system -
= expected waiting time in queue + expected service time

l : 1
=W+ ; [Since the expected service time = mean service time = ; ]

A1 [__J_..,}
Cu(E=A) o Y p(p-a)

_/1+,u-/?._ H_ 1
T u(u-2) p(u-2) p-a

! and L.="‘L,L.=/1W

s W =
As ", Py s

(x) Expected length of non-empty queue i.e., average length of non empty queueie., L/L>0

We have (L/L > 0) = e B - -
e have "~ prob [an arrival has to wait, > 0]  prob [(n=1}>0]" 2“:1’
L L L =

4 -

q q — 4

~po-p 1-po=ppy 1-p(1+p)

Zp,, (po+ 1)

n=0
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l——(l-pz) I-p j_4 u-2
Y7,
Examplel

Arrivals atatelephone booth are considered to be Poisson with an average time of 10 minutes between one arrival

and the next. The length of a phone call is assumed to be distributed exponentially with mean 3 minutes.

(a} ‘What is the probability that a person arriving at the booth will have to wait? |

(b) Whatisthe averagé length of queues that form from time to time“?

(¢) Thetelephone company will install a second booth whén convinced that an arrival would expect to
have to wait at least 3 minute for the phone. By how much must the flow of arrivals be increased to
justify a second booth?

(d) Find the average number of units in the system.

(e) What is the probability that an arrival has to wait more than 10 minutes beforé the phone is free?

() Estimate the fraction of a day that the phone will be in use (or busy).

" Solution:

Thisisa(M/M/1): (= / FCFS / o) problem.
1

Inthis problem, the mean arrival rate, 1 = -1-16 and mean service time, ¥ = 3

(@) Nowthe prqbability that a person arriving at the telephone booth will have to wait
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W

= Prob[w > 0] =1-Prob{w=0) =1~ p, =1~(I—p)=p=i=0.
, K
(b)  Average length of the queues that form from time to time
' =I./L>0=-~—/f-——=l.43 persons
M=

(¢) Theinstallation of second booth will be justified if the arrival rate is greater than the waiting time. Then the
_ length of queue will go onincreasing. - |

In that case, let A’ be the mean arrival rate.

?

We know that the average waiting time of an interval in the queue is W, = ——(———Z-)—
< o Hp=A!

4

»Helre, w, =3,#=‘;: 1—(1“—-]- or, l':%~/t' or, A':-é- :

Hence, the increase in meanarrivalrate= 1’ - 1 = é‘— i—% = 1—15 = (0.067 arrivals per minute

Again, the increase in the flow of arrivals - _Ig x 60 = 4 perhour.

: o 15
Therefore, the second booth is justified in the increase in arrival rate is 0.067 persons per minute (or, 4 persons per
hour).

(d)  Average number of units in the system is L_= ——’-L-/-{ =0.43 persons.

(e) prob (waiting time of'an arrival in queue > 10]

~{u-in d
@« . o A (A ) e ) X
= |py(w)dw= |—(u~1 “dw=lim— ,u—-/l) ]
1'!' ( ) 1‘!/‘( )e B"m:u( —(/lwﬂ) 10
= - 21[0 - e"”“)m:l = 0.03(approx)

H

| | w
(D  The fraction of a day that the phone will be busy = traffic intensity = p = ; =0.3,
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8.2 ModellI(M/M/c): (e /FCFS/ )

This is the queuing mode] with Poission arrival, Poisson departure. There are ¢(>1) channels, service rate at
each channel is the same. The service discipline is first come, first service. In this model the length of the waiting line

will depend on the member of occupied channels.

Let 7 be the number of customers in the system. If 7 < ¢, there will be no customer waiting in the queue asall
of them will be served simultaneously and in that case (¢ - #) service channels will remain idle. In this case the mean

rate of service is g, = ny where u is the mean service rate of unit.

If n = ¢, then all the service channels will be busy, each putting out a mean service rate u and thus the méan
rate of serviceis g, =cp .,

If n = ¢, then all the service channels will be busy while 11— ¢ customers will be waiting in queue and the mean
Tate of serviceis g, =cu. |
Hence, for this model,

A=A, n=01,2,...

{ny 0<n<c
Hy =
cu nz2c¢

i.e., the probability of one arrival during Az is 4. A¢+0(A?) and the probability of one departure during At is
n,qu‘ +0(At) if 0<n<cand cupr+O(Ar) ifnzc
To have n customers in the system at time ¢ + Az, there may be following three cases:
()  ncustomers in the system at time ¢, no arrival in time Az, no service intime Af.
() (n-1)customersin the system at time 7, one airival in time A, no service intime Ar.
(i) (n+1)customers inthe systemat time/, no arrival in fime At , one service intime Az.
Therefore the probability of n customers in the system at time (¢ + At )is given by
p.(t+A0) = », (1)(1-Aan)(1- p"At)+ P (1) A8t (1=, A1)+ p,. (1) (1 - AA0) At + O(Ar)

or, i.p»n (t + Al) = ’pn (t) [1 - (A' + lun) At] + pﬂ-l (I) AAt + pm»l (t) /u;”;p,,.,]AI' +0(At)
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N+ AL~ p (L oAt , |
o, LU s (0210 ) )+ 2D W
(a) WhenO<n<c,then ;z,;'=np, Mo =(n+1) "
 Hence from (1) we have
Paft+8)=p, (1) o
a0 () (O + (n ) o (1) + =1 @)
(b) When n>c,then p, =cu, u,, =cu
Hence from (1), we have
t+At)—-p (f oAt
 BBn0 gy () -arenp () renpn 0+ 2 o

(c) Whenn=0
Tobhave zero customer in the system in time 7 + At , there may be following two cases
() nocustomer inthe system intime?, no arrival in time At
@) onecustomer inthe system in time ¢, no arrival in time Af, one service intime Af.
Therefore the probability of no customer in the system at time (t + At) is gix}en by
po(t+A8) = p, (0)(1- A40) + p, (£)(1 ~ AAt) uAe + O(Ar)
o, p,(1+A8)= po(f) = =Ap, (1) At + p, (1) urt + O(Ar)

: Po(“’A’)"‘po(()__ 'O(AI) ‘ 4
or, = = ==Ap,(¢)+up,(£)+ » )

Now taking limit Az — 0, the differential difference equation for this system obtained from (2),(3)and (4)are as
follows: o

pi{t)=-Ap,(6)+ up, (1) for n= 0

pi(t)=4p,. () +(A+nu) p, (1) +(n+ ) up,,. (), for O<n< ¢

po(6) = 4'p,, (£)~ (A +cr) p, (1) + ctap,a (¢), for n2c

~ Under the steady state condition of the system i.e. lim p, ()= p, and lim p, (¢) =0, the above three equation
reduce to
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~Apy+up, =0 forn=0
AP, —(A+npy) p_,,‘+ (n+ l) Up,, =0for0<n<c
Ap,~(A+eu)p, +cup,, =0forn 2¢

which are the steady state differential difference equation of the system.

Solution of the steady state equation:

, A
From (5)» —Apy+pup, =001, up, = Ap; or,p = ;Po
Now putting n=1in (6), we have -

Apy=(A+4) p+2up, =0

or, 2up, =(A+4) p, - Ap,

. _Atp A
or, P, 2/;'“ 4 24 Po
A p 1
sl p 2L
Ptk
A3, [.'.,, __/1,,}
2# Al (2)! /I 0 1 # 0

e _1..(.&)2
--Pz "'(2)! p § 2
Again putting » =2 in (6), we have

Ap,~(A+24) p, +3up, =0

A+2u A
or, P; -=~§;"'Pz -5;.0:
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&)
(©)
(™)

235



ing Theory
weuing Theory ..................... i stebentersrasresaseesesbans e

A2, 24
3#P2 3P2

Hencewehave p, = ;(%] p, fortsn<e

. -__1_.[:%_)” _1A
» Peay (c)! P pQ.C-l,tlpc_z

Now putting # = ¢~ 1 in (6), we have

Apoy ~[A+(c=1)u]p.y +eup, =0

 A+(e-1 A
or’ pc=.___i.c.._-).'£t_

Peoy "-f:"’Pc‘z
C,l{ . cu
- A 4 c—1 _c-1
CH pc-l_ c pc~l_ ¢ (C"'l)ﬂ pc-z

A c c—-1 '
= - 8
. cu .pc—l + c pc—) c pc-l [by ( )]

1 () _gcp}‘ A
5 e | e = h = e
. (c)!(/z) P (o) P, Whete p cu

Putﬁngq=cin(7jwehave
z’pc—-l ...(,l +Cﬂ) p. + cluchA: 0

A+e A
ppc _“pc—!
CH -

or, pc;-l =

236
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Determination of p;:

We have i p, =1

n=0

or, po+Zp"+an =]

n=] n=¢

n © ¢ 2' n
° p°+z U Zc"'f(c)!(;) e

nﬂ

o oSl 3l -

&1, &, A
or, P{ZW(W) +‘~(:)-.;Zp ]ﬂ where p= ”

Directorate of Distance Education
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or, Po= 2(, DI

l .
o, P»~= "i (Cp)" (Cp)c 1 N o : (9)
o (n)t (o) 1-p
Hence

for 1< n<c where p=—
el -

((_1_)_[_4) ()

P = .
‘Zc)( ) Po = )'(p) Do forn>cwherep

cH

where p, is given by (9)
(@  Expected queue length (average number of customers in the queue).
If n>c,aqueue of n customers would consist of ¢ customers being served together with a genuine queue of

n-c wamng customers, hence

- o, _A
=Z("“C)"E)"!‘Po [ 2, =(Eﬁp Po Wherep—c#}
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Particular Case: When ¢ = 1 i.¢. system with one channel only,

P p o
L - = 1—- o
q (l_p)2pl (l_p)2 p( p) l“p

(i) Average number of customers in the system

A

We know that L\ =L +=

H
L*=££%'+i=ﬂ£—a_+chherep=i
(1-p) # (1-p) cu

(i) Average waitingtime inthe system
- Average waiting time in the system is

_ Average number of customers in the systeni '
.rate of arrival '

L, _pp/(1-0)+cp _pp.__ _cp

w———.

A 2 T A(1-p) A

- Average waiting time in the queue

‘Average number of customers in the queue

ie, W =
¢ rate of arrival
_L__»pp
A A1-p)

(iv) Expected length of non empty queueie. tofind L/L>0

: L
L/IL>0)= :
( i ) Probfan arrival has to wait]
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L _ppi(1-0" _pp/(1-p)
prob(n > c) 2”: » 5 ¢

nac+l

¢
et [£ pnpf)

__Pp. /(- p)’ =' ep./(1-p) ) p/(1- o) _ /(1= o) L
(AC_‘_e)j_ i yreg Pc(p+,02+}03+---) p(l+g+p2+...) _p__ l—p
A LQ ponsm-l o : . ' 1- P

(v)  Probability that a customer has to wait

Probability that a customer has to wait

o0 L] < < o0 <

=prob (n2c)= p, =Zf_c-p"po-—‘-EcjpoZp"‘-—-fL;po(p”p‘“+---) =

H=( n=c n=e

c(.‘ . pc)p I ) 1 p ' (m)c
= 1 2 ‘ee =( = = £ =
3 1£pw(-t~p+p+ ) E pol—,o p"l—p 7 since p, c

-p
(vi) Probability that an arrival a customer will not have to wait

e
1—-p

=1- prob(n2c) =

Probability that all channels will be occupied

D,
= prob{n2c¢) ="
(nze)=12
Example 2

A telephone exchange has two tong distance operators. The telephone company finds that, during the peak load,

long distance all arrive in a Poisson fashion at an average rate of 15 per hour. The length of service on these calls is

approximately exponentially distributed with mean length 5 minutes. |

(a) Whatisthe probability that a subscriber will have to wait for this long distance call during the peak hours of
_the day? o A

(b) Ifthe subscriber waits and are serviced in turn, what is the expected waiting time.
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Solution:-
 This problem is of the model (M/M/C) :(eo/FCFS/0)

. ' ’ 1
Herec=2and2,=15cells/hour=E:—l- calls/minandpr--i-:—-i*:-s- andcp=2--5—=—5—
60 4 ' cu 5,1 8 8 4
5
p, = 1 - _ 1 1 _3
e, (e IO ="
o - 4 4 i R L. T
Now, “n e(l-p) 3 . N . 1+u+23
. n=0 2(1__.__) . by
| 2(1-3 8

(a) Probability that a subscriber will have to wait for his long distance call

cp)’ (5)2 3
po ¢ — o m—
2. le =(cp) Py _\4/ 13 25

= prob (n2c¢)= = ===048
pro (n C) 1-p 1-p |c(l-p) 2(;5) 35
. - : 3
(b) Now expected waiting time
| )
=W =-—I-l—q-= PP, = P '(Cp) Do = § . 4 i
N I
© 4\ 8
5
-8 ~-L§-~3—=-1-2—5-=3.2minute_s

3)2 2 13 3
8

FNp-
N

Example 3
A super market has two girls ringing up sells at the counters. If the service time for each customer exponential with

mean 4 minutes and if the people arrive in a poisson fashion at the counter at the rate 10 per hour, then

(a) Whatisthe probability of having to wait for service?
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(b) Whatis the expected percentage ofidle time for each girl?
(¢©) Ifacustomer has to wait, what is tﬁe expected length pfhis waiting time?
| Solution:- _ o

This problem is of the model (M / M /2) : (w0 / FCFS /)

Here ¢ =21 = é—g— = -é- people per minute, = -i- people per minute

11
A_ 6 -6_2_1
cu ,1 1 63
| 25 5
1 2.
epmimmi
P=23=3
o e 1 ~ 1 S
EESCAE N
Now = Iz le(t-p) i 3 Y 03,03
. n=0 B lg(l_.l) u 2'-%
L ) 3

@) Now the probability of having to wait for service

_ 1
0 . e TR .
= prob (n22) =Y p, = £« le —~__12 2 _0.167

o l=p 1-p 1
3
(b)  Expected number of girls who are idle
o o 1
-.-.2-p°+1-p‘4=2--;-+1-%=1+'—;-=13"- p1=%p°=-§-~%=%
| : .

Now the probability of any girl being idle
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_ expected number of idle girls
total number of girls 2 3

Hence expected percentage of idle time for each giri =0.67 x 100%=67%
() Expected length of the customer waiting time on the condition that the customer has to wait

1 1 1
Mean service rate — mean arrival rate forn> ¢ cu—A  2u—A

=W/W>0=

Note: We knowthat L, =4 W, andL =AW,

Where A is the mean arrival rate (given). These equations hold under general conditions that restrict the
distribution of arrivals of service time however in the special case where customer arrive at the rate A butnot all
arrivals can join the sysetm, the equation, the eqﬁatipns above are modified by redefining A to include only those
customers that actually join the system. Thus letting 4., = effective arrival rate for those who join the system wel

can have, for this type of system.
L =A,W, and L =AW,
8.3 Model LII: (M /M /1):(N / FCFS )

This is a queuing model with Poisson arrival, Poisson service or departure, single channel, capacity of the

system equal to N (fixed) and the service discipline is first come first serve.

Let  be the customers in the system. Let A and u# be mean arrival and service rate of units respectively.

Inthis niodel,

n

_[Awhenn<Nie, (n=0,12,.N-1)
0 whenn2 N

and g, = u (independent of n)

Therefore the probability of one arrival during At is 4,At+O(At) for At n2 N and the probability of one
departure or service during Ar is uAr + O(Ar) . '
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Tohave 0 (zero)- customer in the system in time ¢ + Az , there may be following two cases:
(®  nocustomer in the system intime ¢, no arrival in time Az.
@) onecustomer ir_x the system in time 7, no arrival in time A¢, one service in time Af.
Therefore the probability of no customer in the system at time 1+ A? is givenby
polt+40) = p, (1) (1- 24¢) + p, (1) (1- 2A1) ure + O(Ar)
= polt) = Ap, (t) At + pp, (£) At + O( A1)

Py (H'At)_po (1)
At

- Tohave n customers in the system at time £+ Az, there may be following three cases:

=-Ap,(t)+up (¢ ————-l forn=0 - )

or,

() ncustomers in the system at time ¢, no arrival in time A, no service intime As.
@) (n~1)customers in the system at time ¢, one arrival in time A7, no service intime Af:
@) (n+1)customers in the system at time ¢, no arrival in time Af, one service intime Af.

- Therefore the probability of n customers in the system at time (¢ + At) isgiven by
Pl 8) = 0y () 2081 0)+ , ()1 2,8)(1- ) . (1)1~ 5, ) e + O(4)
2o+ 8)= (1) = By () st 20, (1) Mt — 11, (1) 5+ 1 () 1+ O( 1)

on, U205 (D=3, )2, 0+ () 221 ®

whenn<N,then A, , =4, 4, =4

- Hence from (2), we have
PSP (024 ), )4 v (1 2L (3’
Whenn=N, p,, =0, 4, =4, 4,=0 |
-~ From(2), we have | _
2800 g, ()i, e 2 e

Taking limit, as At —> 0 in the equation (1), (3) and (4), we have
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Py(8) =-Apy () +up, () forn=0
Pi(8) = A, () +(A+4) B, (1) + 1P, (1) for 0<n< N

Pi(t) = Apy_, (8) - upy (¢) forn=N
Under steady state condition of the system, the above equation reduce to

i

—Ap,+up, =0forn=0 ' (5)
Apy,—(A+pu)p,+up,,=0forlsnsN e ' : L (6)
| ™

Apya+upy=0forn=N

Solution:

A A
From (5), we have p, = ; Py = PP, Where p= ;

Putting n=1 in (6), we have

Apy—(A+ ) p,+ pp, =0
A A | ' o .
o ==l R 1+; p=-pp,+(1+p)p=-p+ D+ PP = PP, =P Do

Putting n=2 in (6), we have
Ap, ‘('q""ﬂ)Pz +pupy =0

, A A .
Py ===t 1+; pr==pp+(1+P)py=—p,+ P, + PP, = PP, = PPy

H

Proceeding in this way, we have

, 2 l '

o, =(;) py'= 7'y for 0< n<N | (®)

. n-1 - : |
A )
" Dyt =(;) P =7""py
' A _

From (7), wehave Py =" Py = PPy = PP Py =" 1y

Directorate of Distance Education 245



Queumg Theory Feseettaeterto st tesae s a e a st SRt L e R bR e e b sane b e e A eRs Lh TSR NS SetaaRORE e s R b e s abe s st e paes e vee e are e ebe perabeesaraeen ,

P, =p'p, for0sn<N ' . ©

But since the capacity of the system in N

N
>.p=1

h=0
of,. Pyt P+ Pyt +pN=1‘
or, . po+ppo+p po """ ;+p~p0=

: .7 or, (14 o+ 0 +....+p"')_'—.1

. : ' B N+l" .
or, Pol‘lp" =1forp¢land(N+l)p0=lforp=l '
. -p ‘ ‘ ,
1-p
B - p”” for p=1
o, py=
L for p=1
N+1 p=i
| From (9), we have
: 2},{? for 0<A< N and p1
pn'_ﬂ'p(): |
' for0<n<Nandp=1
N+l - .

Note: Here we do not requife the condition that p<1 ie, the results hold even if p> 1 as the number of
- customers allowed in the system is control by the queue length (=N-1),not by the relatxve rates of arrival and
departure, 4 and 4. '

Calculationof 4, :
Since the probability that a customer does not join the system isp,, the probabxhty that customers join the

systemxs(l "PN) Hence,,l -A(} pN)
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Characteristics of the Model
@  Expected line lengthi.e., average number of customers in the system.

The expected line length i.e., average number of customers in the system is given by

N 1 p ‘N
an,, Zn ,M P, = ~+: np’ when p =1

n=0 n=0 l n=0

.—.llpﬁl(p+2p’+3p3+ A4 NPY )

[Let S=p+2p" +3p" +....+ Np
L pS=p+2p 4+ NP
Substracting second from first, we have

S(1-p)=p+p* +p’ +..ntimes =Np**'

o, S(1- p)= (1 ‘ )Np”“.

.
o Sg[ﬁ(l_ﬂ_)_,\,pw]rl_]

1-p -p

B (l p) }1 Zp

: _ I p- p NpN«fl+N N+2
l_pNH 1~ ~p :

_ A=) N
(l-p)(l-—p”“)

when p#1

g 1

Forp LL = gnpn Z,N':—l*m(l+2+ +N)=

1
[For p=1,p., = 7\,—;1-:,

_ntz
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() Average numberof customers in the queue

Average number of customers in the queue is given by

~N
=L, Z" )p, = an,, }:p,, > m0,- 3 b+ 2y = .""‘1"'170["'1':;2’&:}

n=d n=l nel n=0 ‘Nl

- (1-A)1-p") 1-p
=P [1-Np" +(N-1) 0" ]/(1- A1 T
@) Waiting time in the queue
. The waiﬁngtime inthe queue is

- L __ 4 . __. 0
et )]

L, N [1 ~’+(1v--1)p“"]
[ (1- p)p] A(1-p")(1-p)
C1-pM | |

(iv) Waiting timein the system:
The waiting time in the system is given by

W, =W_ + -I—(or —Lf—}
‘ TH Ay

Example 4
In a car wash service facility information gather indicates that cars arrive for service accordingtoa pmssons
dxstnbutlon with mean five per hour. The time for washing and cleaning for each car varies but is found to followan -
exponcntlal distribution with mean 10 minutes per car. The facility can not handle more than one car at a time and
has d total of § parking spaces. If the pwking spot is full, newly arriving cars balk to six servicés elsewhere.
@ | How many customers the manﬁger of the facility isloosing due to the limited parking space?
(b) Whatis the expected waiting time until a car is washed? |
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Solution: In this system, there may be five car’s in the five parking spot and one can be serviced i.e., the capacity
ofthissystemisN=5+I=6 ‘ '
* Hence this problem is of themodel (M / M /1)(6/ FCFS / )

| 1 A5
Here J =5 perhour y=—x60=6 perhour ... p=—=—
A =3 periour p= g5 00=0pe U6
1-p ' o . 1-p
Now Py = DPs =‘l":;g:]-p6=0.774 [Smcep,,,:-}-:——p-)m-p”]

" (@) Therefore the rate at which the cars balk

= A=Ay = A~ A{1= py )= Aps = 5x.0774=0.387 cars/hour

Assuming 8 working hours per day a manager w1ll loose 0.387 x 8=3 096 3 carsaday
(b) Now theexpected waiting time until a car is wash is glven by

L '

Ay

§

Now L = p[l (N+1)p" +Np”*']

s | (1 )( N+l) A

Ag =A(1=py)= {1~ p;) = 4613

2 29 hours

Hence W, = L 0496 hours

8.4 Model IV: (M /M /c):(N/ FCFS /).

This is queuing model with Poisson amval Pmsson service or departure, ¢ channels, capacity of the system
“equalto N (ﬁxed) and the service dlscxplme is first come, first serve. Let 7 be the number of customers in the system

and A, 4 bethe mean arrival rate and mean service rate of unit respectively.
Inthis mode, |

B A whenOSIn<N‘
10 whenn2N
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{ny when0<n<c.
and =

cu whenc<n<N
Hence the probability of one arrival during At = 2, Af + O(Ar) and the probability of one depaﬁum or service
during At = 1, At + O{AY) ,
Tohave zero customer in the system intime ¢ + At , there may be the following two cases:
Q) no customerin the system in time, no arrival in time Ar, R |
() onecustomerinthe system intime#, noarrival in tlmc At , one service intime Az,
Therefore the probability of no customer in the system attime ¢ + At is given by
Po(t+At) = py (1) (1~ 460) + p, () (1~ 2,60) s+ O( )

[Here Ay = A

or, plo(t+Atb)——po (1) ==Ap, (1) At + up, (1) At + O (At A=A p=p

or, p"(H’At),p‘)»(t):}lpo()+,UP;(’)+ (A)forn =0

At
Taldng limitas At - 0, we have
5(2)==Apy (1) + up,(t) for n=0 O

To have n customers in the system intime / + A, there may be following three cases:
(i) ncustomersin tllle system at time 1, o arrival in time Af, no service intime Af.
@ @-1 cuétomers in the system at time £, one arrival in time Af, no service in time Af.
(i) (n+ 1)customers in the system at time ¢, no arrival in time Af, one service intime Az,
Therefore the probability of » customers in the system attime (¢+Ar) isgivenby
p.(t+a0) = p, (1) (1-2,80)(1- p, A1)+ p,_, () 4,88 (1- s, AF)
+P, (1) (1 &mN)/‘mA‘ +0(ar)
o, p,(r+a)-p,(1)=-(4, +/g,,)'p,,( YAt + A, ., (8) At + 44,1 P, () AT+ O(A2)

Ot, p" (t+At)wp"( ) (’?' +ﬂn)pn( )+A'n 1pn l( )+:un-lpn+l({)+2@—t2 ’ " (2)

At Ar

(@ For0<nm<ec
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'%n-l = /1" = Z’ ”n =ny, Mo = (n‘+ 1)/“

Hence from (2), we have

p,(1+ Ag -, (1) _ ~(A+n1) p, () + AP, () + (n+1) pp, . (1) + 9%_{2

Taking limitas Az — 0 ofboth sides, we have |
pi(t)=~(a+nu) p, () + Ap,. () +(n+ ) pp,,. (1) - 3)
() Foresn<N |
Ay =4y Ay =4y ph, =cCH, ,a,,; =Cl
Hence from (2), we have |

t+A)<p (¢t , | o)
p"(v Az P, (1) ==(2+cp) p, (1) + AP, (¢} + cup,, (1) + _gt
Taking limit as At — O' of bqth sides, we have _
o) =—(A+cu)p, () + Ap,., (1) + c,up,,,;, (¢) forc<sn<N @

(€} Forn=N 4,=4,=0, Any = Ay =4 =0y =cp, me(t)"‘o

. Hence from (2)’, we have

2L 820 o (o 1)+ 2 )+ 222

Taking linlit as Ar — 0 ofboth sides, we have.

py(&)==cpup,+ip,. ()

Py () =—cup,+Ap, (1) forn=N ‘ : . )
Under steady state condition of the system i.e. lim p, O)=p, & lim p; () = 0, equations (1), (3), (4), (5)
reduce to
| .-Zpo+‘u.p,=0fcrn=0 N ©)
| ’?'pn-’-l"('1"'”1‘)1’""'(""’1)#1’”1 =0for0<n<c | o )
lpn-l "(’“"/‘)P,,*’C#Pn.; =0forcsn<N o » : N (8), |
APy, ~cupy=0forn=N | B , . ® :
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1{n 1 ’ :
—| — —(cp)' p, for0O<nsec
~ I_(,u) “In
A 17” =< 1 ‘1 . Cljn
O
, {CME‘[;J D= ic Py forcsns N

w8 (g

= il‘gff)-—+clg (p +p°*'+ A+ p )] =[CZ:; cg "+CC[§ (1+p+ +p" )]

= + . forp—l—'i‘-azl‘
e 1—.0J cH

- . -

A
N-c+1)| forp=—=
Ll e V] ey

Remark: If we talk N —» o and consider i <1, then the above result are same as those of the model
. ‘ CH ‘

(M/M/C) :(s0/ FCFS ) and the putting c= l,weéettheresu}tsqfﬂlemodel (M /M11):(0/ FCFS /).
Characteristic of the model:

Average queué lengthis

N

L= 3 -5~ S -0 5 S -0) 2.

nme+l nee n=e
2 N

=~CEPOZ("— c)o *—-‘pop‘Z n-c)o'

n=g . n=C
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_(ep)” p)‘ &

_led 'dp[x-p»v-m}

lc PP 1-p

’(c,a) - ph—! (l p)(N - c+l)p”"‘

e " (1-p)
¢’ (n—c)(N-c+1)
~po . ng cu

= <

L = average number of customer in the system.

=E(n)= pr" an,, +an,.

n=0

= Z(n ¢)p, +Zcp,, +an,,

© #=¢

o=l -1
=L +C[Zp,. Zp,,} ‘Z;np.,‘

n=c

[ | ¢~}

=L +c-c) p,+Y np,= L +c+Z(n -c)p

n=c¢ n=¢
c-1
o vemp Sz n)(pc)

Calculationof 4, = /1(1 —Dx)= Ay

Let ¢ =expected number of idle servers

o= g(c—n) D,

.»c—C =the expected number of busy servers

Directorate of Distance Education
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» (e —&) = Actual number of customer served per unit time
l,_‘#- = p(c~€)
Now W, =-is- and W, =-£9-
Ay Ao
Machine Repair Problem -

Whenever a machine breaks down, it will result a great loss to the. orgamzau()n So the machine repair
problems are very important problems in quemng theory when a maching breaks down, the machine start its
* repairing. If dunng this time another machine breaks down thenit will be attended after oompieuon oftherepairof ‘
. the first machine. Thus the broken machmes form a queue and wait for their repair, There are various situations.
_ There may be one or more than one machmes Ifthere is one machine then i itiscalled the problem of smgle channel
and in case there are more than one machines, then it :s called multi channel problem The machines may be

repalred in & single phase or in k-phases.
8.5 Model-V: (M/M/R): (k/Gka), k:»R

In this queuing system, there are k—machms which are serviced by R mpaumen ormechanics. The arrivals
(break down) and service follow Poisson dxstnbutron with parameter 4 and yzi ljespecnvely.Abroken machmc
which is in service can notbe a candidate foranew customer and as.s.ucht}m calling source is finite in number equal
to £. Let » be the number of machines in breakdown situation. - | .

Hence the approximate probability of a single service during the time Af is 4, At where

f(nuforns R
=¢RuforRsnsk
0forn>}c

If 2 istherate of breakdown per machmc, then the probabshty of asingle arrtval durmg the time At (when
there are nmachines in breakdown situation) is approximately Az A, for #'< & where

(k rz)/%forOS:Nk
"= 0f0rn>k. o
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- Tohave 0 customer inthe system intime # + Af, lthere may be following two cases
@ no customérin the system at time 7, no arrival intime Ar.
) one customer in the system at time ¢, no arrival in time A ,one service in time Az.
‘Therefore the probability of no.customers in the system at time ¢+ Az i§ given by
po(t+28) = po () (1- 2,At) + p, (1) (1- A, A7) A1 + O( Aty
= po{A)(1-kA8) + ({1~ (6-1) 200} -+ O )
or, o (t+A8)~ po (1) = —kAp, (1) At + P, (ar+o(ar) .

or, Pyt +41) - p, (1) = k/lp )+ ‘-——)(1)
At

To have n customers in the system at time 7 + At , there may be following three cases:

AL

@ ncustomersir;thesfstemattimct, no arrival in time A7, no service intime A,
@) (n—1)customers in the system at time #, one arrival in time A, no service intime Az.
(lii) (n + 1) customers in the system at time t,-no amrival in time At , one service intime Af.
Therefore the probaBility of ncustomers in the system at time (# + At) is given by
po(t+41)=p, () (1-4 A’)(l Mt + Ppa () 2108 (1~ g1, A7)
2, (0)(1= 2,0) 1, A1+ O(A)
or, p,(t+Af)~p,(t)=-4,p, () At - P (YA + 2.y () Bt = p1,,1p1 (1) A1+ O()

p"(”A[z =2l (4, +/4,.)p,,(t)+ ,p,,..l(.)+ﬂ,,+m,,+‘1(’)+‘9'%{l'- - e

[dividing bothsides by Ar]
When 0 <7 =R, then | | |
A= {k (n- 1)} A

Ay=(k=-n)A, A =‘{I‘t-—(n+l)},1.

lun =0, My = (n+ l),u
Hence from (2), we have
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P, (t+480) - p, (1) - ;.{(k-n)/l+ny} p, (1) +{k~(n=1)} 4P, (1)

At
o(At)
+(n+1) up,., (t)+-—£———l (3)
t
For R<n<k, A,,={k-(n-1)}4, 4, =(k-n)A, u, =R, p,,=Ru
Hence from (2),. we have
p,,(t+A£3—p,, (1) =-{(k—n)ﬂ+R,u} p"(l)+{k-(n—l)} Ap,.i (1) 4)
+Rup,., (t)+01($t) for R<n<k |
Forn=k
Ay ={k=(n=D} A={k—-(k-1)} A=A[".n=k
A, =(k-n)A=0
M, =Ry
Hence from (2), we have
- " oAt
e, 2 (‘*Ag 2 gy 1)+ Rup, (1) + fy ) )

Now taking limitas Af — 0 in (1), (3), (4), (5), we have

~{(k-n) l+ny} t)+{k=(n=1)} Ap,,(e) +(n+1) #p,..(t) for 0<n<R

)
p(t)=- { 2+Rp}p {k =)} Ap,., (£)+ Rpup,., () for Rsn<k
(1)
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Under steady state condition of this system i.e., }1{{} P (f) = P, and }}g} D (t) =0 , the above four equations

reduces to .

~kAp, + up, =0 forn=0
{k-(n-1)}2p,., —{(k-—n)ﬂ.+n,u} p.+(n+)up,,=0for0<n<R
{k=(n-1)} 4p,, - {(k~n) A+ Ry} p,+ Rup,, =0 forR<n<k
Ap,.,.—Rup, =0 for n=k
From(6), up, =kip,

or, p = k-i—'p0 orp, = kPPo where p=%

Now putting =1 in (7) we have
kAp, —{(kfl)/l + 1) p+2pp, =0

or, 2up, ={(k-1) A+ 4} p, +kAp,
A A
or, 2p, ={(k“l);+1}Pl"k';Po

={(k-1)p+1} p, - kpp, [ i 'ﬂ

=(k=1)pp,+ p,- p [ P, = koD, ]

=(k "'1)PP| =(k"l)PkPPo =k(k-—l)p2p0

k(k-1)
2

k
b= pzpo = ("2‘) pzpo

Again putting n=2in(7), we have

Ap N
3p3=(k 2)(k2 k0’ p,

or, p 3

_(k=2)(k-DkPpy _k
- 32 '3"}""’
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Byindhcﬁon, P, = G:—) o'p, forO0sn<R
Putting 7 = R in (8), we have
{k=(R=1)} Apy, ~{(k - R)M Rﬂ} Pr+ Rupp, =0

| o, Rp,, = {(k R)p+R} pr—(k- R-‘l~1)pp,“ |

={(k~R)p+R)} (:) P po(k-R+1) P( R’iJ ”é_'p?
=V{(k—R)p+ R}(;)p“po --R(;] Ppy

e

enrn
[ F e,

R+1 ,,
- (M)_..pmpo |

Again putting n = R + 1in (8), we have
(kQ R)pp, —v{(k—.- R+ i) P+ R} Py + RDpyy =0
o Rpp={(k-R-1)p+ R} Pra—(k- R)op;
-4(1? -R- 1).pp;,. + Rpp., - (k- R) pp,

258

Directorate of Distance Education



.......................................................................................................................

(k—R—l)(RH)( k Jp“f?o

R’ R+

p Re2 =

_(k-R-1)(R+1) |k .2
Ry Py T

_(R+1)(R+2) |k
T RIR+2 |k-(R+2)

| kY R+Y(R+2) ., _[ k)ug+2 2o
"-(R+2) RE 7 P peo g2’ P

pR+2 po

k .
s Pral =( )—L}—a—-t-'-p"“'p0 forRSR+i<k

R+i) |RR
From (9), we have
Rup, =4ip,, ‘
A k k-1 .
or, Rpﬁ;pk-. =.p(k__JE%;:z:rP‘ Py
kY k-1 kY Kk -1 IGERT
(JB%T:;:P*PO = ( k} El;mpkpo '—‘(k)mp"l’o
k k
<o Dy =[k)'®lﬁ:§’pkpo
k .
(),d’po forO0<n<R
n
Thus p, = . :
. k . L’z u
n pro fOI‘RSﬂSk
Now,ZPn=1
’ n=Q -
R~1 k
or, ZP""‘ZPn:l
n=0 nwfR )
R-1 k & k B
n + —ee Y =1
o S()enes ) aen
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B S

n=0
Characteristics of the model
()  Average number of customers in the system (L)

Average number of customers in the system is given by

k

R-1
L=E(n)=) np, =Y np, +an"

n=0 n=( n=R

2wl

n=

bW ]

n=0

4

() Expected queue length Z)

Expected queue length is given by

k k k
L‘I='v Z(nmR)pﬂz Z np”—-an"
n=f4l N R+1 n=R+l
k R
-ann an,, {an-an}
n=0 n=0 n=0

=LS-§R:npn-R{1—ﬁp”} [ip =IJ

n=0 n=0 n=0

=L,-R- an,,+an

=0 nud

=LS—R+Z(R—-n)p

nmi

. .
=L - (R ~-R ) where R = )" (R-n) p, =expected number of idle machine repairmen,

h=0
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Gi) Effectivearivalrate (4,)

In this queuing s'ystem, the arrivals occur with arate 4 butall arrivals do notjoin the system. This situation occurs
when the maximum allowable queue length is reached. In that case, no new arrivals are allowed to join the queue.

So, we shall define A considerating those arrivals which join the system. This arrival rate is known as effective
arrival rate and it is denoted by 4,5

Hence the effective arrival rate is given by

Aoy =#(R”R-)

of, Ay = j hop = E[4,]= E[ A(k-n)][Since 4, = A(k-n)]

n=0
2 AE[(k-n)])= A[k-E(n)]=A[k-L] -
(iv) Expected waiting time
Expeéted waiting time of a customer in the system is given by
Wy = -l;’—
of -

whereas expected waiting time of a customer in the queue is given by

Example 5

There are five machines, each of which, when running, suffers break downs at an average rate of 2 per hour. There
are two servicemen and only one man can work ona machine at a time, If # machines are out of order when n>2,
the n—2 of them wait until a serviceman is free. Once a serviceman starts work on a machine, the time to complete
the repair has an exponential distribution with mean 5 minutes. Find the distribution of the number of machines out
of action at a given time. Also, find the average time an out-of-action machine has to spend waiting for the repairs

to start,

Directorate of Distance Education 261



*
uing Theory ...................

Solution:

k=total numbei of machines in ghe system =5
R= ‘numbervof servicemen =2

A= 2, per hour, 4 =1 per 5 minutes hour

2 1
Hence p= ;"u__ff_g

Let n be the number of machines out of order.

Hence

(5\(1}" |
()(l Do forO<nsg2

{5\ n {1\
(n) Lo -l-) p, for2<ns<$s

(1Y :
(n)(g) p(? for0sns2

5 ? '
( )2]_73(112) p, for2<ns<s

where p, = [55(3 (-é—)" +i(j)2k'(f%)n}fl 1?92; _

nal w2

AVerage number of machines out of action is given.by

165

L= ”’Zmn -2)p «é(n -2)p =p3+2p.+3p,-1—£§

Average time an out-of-aption machine has to spend Waiﬁng for the repairs to start is W,=L,[A,
' L _6x 2050

n-O n=0

Hence W,=55/4100 hrs. = 33/41 minutes.
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Queuing Theory

9. SELFASSESSMENT QUESTIONS/EXERCISE

@)
(®)
©
@

(©

Nt

LY

0

What is queuing theory? What information can be obtained by analyzing aqueuing system?

Give abrief description of the types of queue discipline commonly found.

Explain the hnpoﬁant characteristics of queuing system.

Derive and solve the steady state difference equations governing the queuing system (M /M/ l) :
(c0/ FCFS /a0). |

For the queuing model (M /M / 1) :(N/FCFS/ oo) ,derive and solve the steady state diffmntiai -
difference equation. -

Obtain the exp'ected waiting time for a customer in the queue for the queuing model (M/M /1) :
(N/FCFS/w). | |

bDerive and solve the steady state dxﬁ'crencé equations for the queuing system (M / M / C) : (N/FIFO).
Fpr the M/M/C queue system derive expressions for (i) probability that a person will not have to wait;
(ii) average number of persons in the system. ' |

A telephone exchance has two long distance operators. The telejjhone company ﬁhds that during the
peak period, long distance calls arrive in poisson fashion at an average rate of 15 per hour. The length

of service on these calls is approximately exponentially distributed with mean length § minutes.

What is the probability that a subscriber will have to wait for his long distance call during the peak

. hours of the day?

_ Ifthe subscribers wait and are serviced in turn, what is the expected waiting time?

)

)

Directorate of Distance Education

In a steady state system with Poisson input and Poisson output, find the probability that there are m
customers waiting in the queue with asingle channel and “first in first out’ discipline and hence find the
average number of customers in the system (the capacity of the system is infinite).

Patients arrive at a clinic according toa Poisson distribution at the rate of 30 patients per hour. The
waiting room does not accommodate more than 14 patients. Examination time per patient is exponential

with mean rate 20 per hour.

() Findtheeffective arrival rate at the clinic.
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(m)

- (i) Whatis the probability that an arriving patient will not wait?

| (i) Whatis the expected waiting time until a patient is discharged from the clinic?

A bank has two tellers working on savings accounts. The first teller handles withdrawals only. The
second teller handles depositors only. It has been found that the service time distributions of both
deposits and withdrawals are exponentials with a man service time of 3 minutes per customer. Depositors
and withdrawers are found to arrive in a Poisson fashion throughout the day with mean arrival rate of
16 and 14 per hour, What would be the effect on average waiting time for each with depositors and A
withdrawers if each teller could handle both withdrawals and depositors?

In a railway marshalling yard, good trains atrive at a rate of 30 trains per day. Assuming that the
interval-arrival time follows an exponential distribution and the service time (the time taken to jumpa
train) distribution is also exponential with average of 36 minutes. Calculate the exp’ecteé queue size

and the probability that the queue size exceeds 10.
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PART-II |
Paper-X Special Paper : OR

Module No. - 115(a) .
 Reliability

1. INTRODUCTION

Reliability is the capability of a device to work without any breakdown. It is defined with respect to atime
horizone and combines the time dimension with the performance level of equipment. Formally, it is defined as the
probability of a device performing satisfactority for a given period of time when it is operated in the manner

specified and for the purpose it is intended.

Use of the concept of reliability dates back to the time when multiengine aircraft emerged between the World
Wars [ and II. Probability concepts were used to evaluate the chances of failure of one out of two engines or one
out of four engines during flights. A complex system such as an aircraft or a computer system not only requires
smooth functioning of he components but also depends upon its design as well as on varous interconnections and

switchover devices. The environmental conditions like pressure, humidity, vibrations and shocks also affect the
reliability of a system, Although originaed from aeronautical and various defence equipments, the concept of reliability
is also being used in industry speciallyin manufacturing instruments.

The idea iof reliability is of help to the manufacmref is copying with the occurrence of malfunctions or failures
of the products in service. While the quality of the components ofa manufacturing item is very important for the
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finished product, it has been observed that the performance level as measured by reliability can be sxgmﬁcantly
improved by using an apropriate design. ‘

The reliability of a system is a function of its com;ioncnts. The occurrence of failure ina component can not
be predictéd thh certainty asitisa statistical variable. The study of reliability of various components requires a '
| significant amount of data collection and its analysis. The feedback of information goes from the user to the repairer,
the manufacturer right upto the designer.

Thereliability of equipment is estimated from the mﬁability ofits components, Statistical procedures suchas -
Life Testing can be used to estimate the reliability of the diﬁ’ereht components. Sometimes failure rates under
conditions of extreme stress tend to infer the rates under normal working conditions. Rehablhty estimating and
allied problems have thus become an i unpoﬂant branch of statistics. '

Structure:

1.  Introduction

2. Objectives

3 Keywdrds

4.  Reliability _

41  MeasuresofReliability

4.2 SystemReliability ‘
4.2.1 Reliability of series system
4.2.2 Reliability of parallel system
4.2.3 Mixed Configuration
4.2.4 Stand-by Redundancy

3. Selfassessment questions/exercise
6. Suggeted further readings
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2. OBJECTIVES
The objectives of this module are to
* - discuss the basic concepts relating to reliability;
* introduce the measures of reliability;

b derive the reliability of series system, parallel system, parallel-series system and series-parallel system.

3. KEYWORDS

Reliability, probability, early failures, chance failures, wear-out failures, measures of reliability, failure density,
MTBF, MTTF, Hazard rate, system reliability, series system, parallel system, series-parallel system, parallel-series
system, stand-by redundancy.

' 4, RELIABILITY

Rehablhty is defined as the probability of a device performing its intended purpose adequately for the period
of time intended under the operating conditions encountered. The reliability is the probability with which the devices
will not fail to perform a required operation for a certain length of time. Such problem is known as the problem of

This definition brings into the focus of four impoftant factors viz,

@) The reliability of a device is expressed as a probability.

i)  Thedevice s required to give adequate performance.

i) Thedurationof édequate performance is specified.

(v)  Theenvironmental or operating conditions are specified.

In practice, even the best design manufacturing and maintenance efforts do not cdmpletely eliminate the
occurrence of failure. During the life of a system we may experience three distinct types of failures - early failures,

random failures and wear out failures.

Early failures :

Early failures are those which occur in the early life of a sysem operations.
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Random or Chance failures :
Chance failure are predominant during the actual operating of the system and occur at random, in*egﬁlarly '

and unexpectedly. The phase during which only chance failures occur is called the useful life of the system.

Wear-out failure :

Wear-out failures are caused due to ageing any wearing out of components. These failures occur if the

system maintain properly or not maintain at all. The frequency of such failures increases rapidly with time.

Frequency of failﬁres

—

failures Chance | Wear-out
) faitures failures
fig1 Tithe

Fig. -1 : Life characteristics curve

4.1 Measures of reliability |
The prediction of system reliability is based on a number of factors such as : life characteristics, operating

conditions and the failure distribution. .

| If arandom sample of items are taken from a population and are put to test (or use) under a set of fixed (or
given) environmental or operating conditions, some number of sample will fail successively in time. The data so
obtain will represent the length of each item. The length of life can be measured depending on whether the item is
repairable (Radio, TV, Aeroplate étc.) or non-repairable (bulb, fuse, missile, rocket etc.). For repairable items, the
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life can be measured by failure rate or mean time between failures whereas for non repairable items the life can be

measured by mean time to failure.

' Failure rate : The failure rate A is defined as the number of failure in a given time interval

Number of failure _f

~ Total unit of operating hour T

Failure density :
This is the ratio of the number of failures during a given unit interval of time to the total number of items at the

very beginning of the test.

Examplel: _
Let the total number of items at the beginning of the test i.e., the total initial population was 1000 and during

the first unit interval, the number of components that failures 130 (say). The failure density during the first unit

‘ n 130
i d =—L=——=0.13.
, interval, /@, N 1000

Similarly, the failure density during the second unit interval ca.. also be calculated.

Generalization
Letn, be the number of components that fail during the first unit interval and n, be the number that fail during
the second unit interval and so on. '
. n
Let N be the total population. Then the failure density during the first unit interval is /4, = —J\_/L » failure density

n

during the second unit interval is fd, = X/L and so on.

Let / be the last interval after which there is no survivor, then
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Fig, 8
The reliability of the system canbe calculated eonsidering the conditions for system failure. Let X, X550, X,
represent the successful operation of units 1 2, ..., nrespectively. Similarly, let X s X RSO )_(" represent their
unsuccessful operation respectively. If p(X,) is the probability of successful operatlon of unit then p ( X, ) isthe
probability of successful operation of unit then .p ( X, ) isthe probability of its failure.
Hence, p(X,)=1- (X)) |

As the system will fail if all # units of the system fail simultaneously. The probabnhty of failure of he system is

given by

p(8)=p(X XX X.). |
- p(%) (% ) p(X/ X ) == P X,/ X = Xo)
Asthe failuré of the units are independent of one another then p($ ).—. p()—fl)p(/_\;2)—— p(X,)-
Hence, the probability of success of the system is given by
p(s)=1-p(5)
=1-p(%,)p(%)- p(F.)]
-1-[fi-p(H1- p ()} === (=P ()} ]

Hence the reliability of the system comprising of # components connected in parallel is given by
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R(t)-R(t+h)

Z(t) %llﬂl’lg[ WR() }
_ 1 lim[R(Hh)—R(t)]

R(r) 0 h

. 1 aR

R(?) dt

= —g—%—:—))- . ) [smcef (0= ‘—- ~—-}

Relationship between Z(f) and R(T)
S(1) _do() 1

~ [since Q1)+ R(1)=1]

Z(t)= =
Now Z()= Ry @ R()
{ { 1 dQ
- whichimplies |Z(¢)dt = |——<——d!
wtnchnnphes! () R()d
E 4

- [

=-log[1-Q(1)]_, =-log R(1)], = ;logR(t) (Since RO)~1]
R(t)=exp{- [ 2(r)at} -
Q(r);z—R(z) - l-—exp{—- [ Z(z)dz}

s St )“*LQ Z(t)exp{-'CZ(t)dz}
Particular case

f(z ke’“
Whenmefatlureratexsconstantmen Z(t) Rgt; P

This means that for constant failure rate, the hazard rate is also constant and is equal to the failure rate.
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The expected value E (r) of a MTBF of a continuous random variable ¢ is given by
\E(t)= MTBF = [ (¢)dt
0

where A1) is the failure density function.

(1) _ dR (1)
dt dt

We have f () =

Hence, MTBF = j-—tiﬂt—)dt =— '{th
. : dt A

=iR(t)[ +?R(t)dt
=0+ [R(r)dr
. MIBF =m = ?R(g)dt

Particular case

For a constant failure rate we have R (¢)= e

S MTBF =m= [R(t)dt = [e™ dt =~
Jrs e

Example2

..........................

[by parts]

A device with 1000 hours useful life at a constant failure rate 0.0001 per hourina given experiment. What is

the reliability per 10 hours operation of this device. Find the value of MTBF?
Solution : We know that the reliability per 10 hours is R(t) =™
Here 1 =0.0001 and = 10
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Hence,R(t) e = g 0 = 7% = 0,999

S MIBF = — = ———=10,000
00 hours.

Example 3 o

For an equipment, the reliability per 100 hours 6f dperation has been estimated to be 0.999. What is the
failure rate of the equipment? Calculate MTBF? ' ‘
‘Solution: . |

Itis given that R(¢=0.999 |

"Here e is constant, so €™ =0.999 as R(t) =e™
=1~z = 0.999, neglecting square and higher powers of Az,
=>1-100% = 0.999 as =100
SA=0. 00001
ie., Faxlure rate=0. 00001 per hours
=10 per hours.

Hence, MTBF = 1/A = 10° hours.

4.2 System Reliability

Genex_*aﬁy to determine the reliability factor of é system, the system is broken down to sub systems and
elements whose individual reliability factors can be estimated or determined. Depending on the manner in which
these subsystems and elements are connected to constituted the given sysjem. The combinatorial rules are appolied
to obtain the system reliability. Hence the basn: steps are as follows:

@ First identify the elements and subsystems which constitute the given system and whose individual

reliability factors can be estimated, '
()  Nextdrawa block diagram or a circuit diagram to represent the logical manner or configurationin

which these units are connected to form the system,
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(i)  The condition for the successful operatibn of the system is then determined i.e., it may be decided as
to how the units should function.’
(iv)  Finally the combinatorial rules of probability theory i.e. addition, multiplication and their combinations

are applied to arrival at the system reliability factor.

4.2.1 Reliability of series system

~

Series system
Inthis system, a large number of components of the system are connected in series which means that ifany
one of the components fails, the system fails. In other words, if the system is operated, each component connected

in series should successfully be operated. The system comprising of #— components in series is represented as

_ Fig. 6
' Letthe successful operation of these individual nits be represented by X, X,,..., X,,. and their respective

probabilities p{X,), p(X,),.... p(X,). For the successful operation of the system, it is necessary that all -
units function satisfactorily.
Hence if the units are not independent one another then the system reliability is
p(8)=p(X,X,X,..X,)
, =P(X1)p(X2/X1)P(X3/X1X2) """" -p(X, /XX, X, ) »
Ifthe successful operatioﬁ of each unit is independent of the successful operation of the remaining units the

p(8)=p(X)p(X,)..0(X,).
If R, is the reliability of the /~th components in series in the system and R, is the reliability of the system having

. _n
ncomponents inseriesthen R, = RR;...R, = HR:'
-1

IfR, =R,=R,=..=R, =R (say) then
R, =R =(1- Q)" where Qis the probability of failure of each unit. When ech component has an exponential
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¥ e

time to failure density, then R, = RR,..R, =e e
27
. “Af 0 o — ;
R,=RR,.R, =e e ™ where A, = Z{:%l
=

The mean time between failures for the system having n-components in series is given by

m, = T[Rs (¢)dt
0

- ]‘e«(x,nﬁ—-x,,)' dt
0
Y

zk]+12+...+xn “

s

; 1
£, =y ==, = () then R (1) =" and 7, =~

Ifn=1,then R, =e¢™™and m =1/

Exampie 4
An electronic circuit consists of S silicon transistor, 3 silicon diodes, 10 composite register and 2 ceramic

capacitor in series configuration. The hourly failure rate of each component is
for transistor: A, = 4x 10
for diode A, =3x107
for resistor: &, =2x10™

for capacity: A, =2x107

' Ca!culgte the reliability of the circuit for 10 hours when the components follow exponential distribution.

Solution :

Components Nos. (N) A; (per hour) . N,
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Transistor 5 4x107° 20x107°
Diode 3 3x107°  9x10°
Resister 10 2x107 20x107*

- Capacitor -2 2x107* 4x10™ |
DY NA, =0.00269

Let A, and R, be the failure rate and reliability of the system.
As each component follows exponential time to failure density, then

A, =D A, =5A +3h, +10A, + 22, 20x10"5+9x10"5+20x10“‘+4><10-“

= (0.00269 per hour
R = = o 0026

The estimated reliability of the circuit for ten hours s R (10) = g 00010 = g709% = 0 9735

This means that the circuit is expected to operate on an average without failure 9735 times and would fail
(10000-9735)1.e., 265 times out of 10,000 operations of 10 hours each.

Inthis case, MTBF is m = I/ =1/0.00269 = 371.75 hours.

This means that the circuit is expected to operate without failure for 372 hours.

Example§

The system connected is series consist of three independence parts A, B and C which have MTBF of IOO,
400 and 800 hours respectively. Find MTBF of the system and reliability ofthe systems for 30 hours, How much
MTBF of the parts A has to be increased to get and improvement of MTBF of the system by 30%.

T

Fig. 7
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Solution :

Here, MTBF of the part A= m, =100 hours

MTBF of the part B = m, = 400 hours

MTBF of the part C = m, = 800 hours

A, = failure rate of A =1/m, =1/100 failure hours

A, = failure rate of B = 1/m, =1/400 failure hours

A, = failure rate of C =1/m, =1/800 failure hours

Hence failure rate of system A, = A, + A, +A;

= 1/100+ 1/ 400 + 1/800
= 11/800 failure / hour

Therefore, MTBF of the system = I/A,
| = 1/(11/800)
=72.75 hours.

-H/800x30 e—33/80

And reliability of the system = R, { 30) e
Second part : MTBF of the system = 72,75 hors =m_ (say)
Let m, be the néw MTBF of the system.

! m+30%of _ 500 30 300 _ 1040/11
11 100 11

Again, failure rate of the system = A = 1/m, =11/1040 hours.

Let x hours will be the MTBF of parts A to i 1mprove the MTBF of'the system by 30%.
Hence, 1/(100+x) + 1/400 + 1/800 = 11/1040
i.e,x=46.5

4.2.2 Reliability of parallel system v »
* Inthis system a large number of components of the system are connected in parallel which means that the
- successful operation of the system depends on the satisfactory functioning of any one of the coinponents; Asystem

comprising of n - components connected in parallel in represented as - P
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n

Fig, 8

The reliability of the system can be calculated considering the conditions for system failure. Let X, X,,..., X,

represent the successful operation of units 1, 2, ..., respectively. Similarly, let X' ' X 2350 X , Tepresent their
unsuccessful operation respectively. If p(X,) is the probability of successful operation of unit then p(.:f' : ) isthe

probability of successful operation of unit then .p ( X : ) is the probability of its failure.

Hence, p()_(i)zl-—p(Xi).
As the system will fail if all » units of the system fail simultaneously. The probability of failure of he system is

given by

Hence, the probability of success of the system is given by
p(s)=1-p(3)
=1-p(X,)p(X,)- p(X,)]

:1-{{1—p(X])}{1;P(X2)}"—_{lmp(X")}]

Hence the reliability of the system comprising of # components connected in parallel is given by
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R(1)=1- HQ

=1

where g (¢} is the failure of the i-th component =1~ H {l - R, (t)}

i=l
In n units are identical and the unit failures are independent of one another then

R (1)=1-]T{1-R ()}

i=]

1-{1-R())"

Ifthe faxlure rate of each unitis exponennal time to failure distribution, then

R (1) =1-[T{1-R @)} =1-] J{1-¢)
i=l i=1
where A, is the failure rate of the i-th component.
Foridentical units R, () =1 —(1 —eM )"
Mean Time between Failure

The mean time between failure of a system having two comp« .nts connected in parallel can be obtained by

integrating the reliability function over the range of 7 from 0 10 oo ,1

e m, _jR (z)dx—ﬂ‘jl— {1-R ()} {t- &, (1)} Ja

=]

:w S S S oM — =t —Aof -(x,+1;):
;’[1 {l-e™}Hi-e }]dz Oj[e v e ]dr

=1/A+1/A-1/(A, +2,;)
| If these two components are identical i.c. A, = A, = A (say) then m, =1/A +1/A—1/2A = 1.5/A. This
means that the mean time between failure of a parallel system consisting of two components of equal failure rate is
1.5 times the MTBF of a single component. |
The system reliability can be improved either by improving the desin or by providing redundancy of the
system, The system with redundancy has a number of stand-by units which take over if the other components of the
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systern in fail. This a reserve stock of stand-by’s improves system reliability but at a higher cost. The compromise
between increase cost due to stand-by arrangement and increase given reliability will help to decide the optimal |
redundancy of the system. ‘ ' ”
- Example6

The failure rate of an electronic subsystem is 0.0005 failure/hour. Ifa operational period of 500 hours with
probability of success 0.95 is desired. What label of parallel wdundancy isneeded?

Solution : Given that 2, =0.0005 failures/hour, £ = reliability of the system = (.95,

Let there be 72 subsystems connected in parallel. |

Asthe subsystems are connected in parallel, R, = I- (I - R)” where R s the reliability of the system.
Again, p = goM — 00050 _ 035 ’

Therefore, 0.95 =1~(1-&**Y’

whichimpties # = log(0.05)/10g{0.2214) ~ 2

Henge the label of paralle] redundancy is 2. ‘

k]

Example 7 . .

How manyidentical components each of which is 90% reliable over a period of 50 hours be used to obtain
& 99.99% parallel redundancy system over 50 hours. If we want to obtain the same system reliability overaperiod
of 100 hours, how many components should be added? ‘ .

Solution : Given ihat R = reliability of each component =90%= 0.9, R_=rcliability of the paralle! system =
99.99% = 0.999 and ¢ = 50 hours. |

Let there be » label of paraliel redundancy.

LR =1-(1-R) = 09999 =1-(1-09)" = (0.1)" =.0001 = 1= 4
Hence 4 identical components are required to be connected in paralel.

Second part: .
As the reliability of the system per 100 hours is given, we have to evauate the reliability of each components

par‘l 00 houts.

As the reliability ofeach cbmponent per 50 hoursis 0.9,
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0.9=¢™ or 0.9—1—50% [neglecting higher powers ofA] -, A = 0.002.
Let R’ be the reliability of each component per 100 hours
R = e;“ =200 _ m2 g 01 ’

R, =1-(1- R')" where nis the label of redundancy.

=1-(1-0.81)"

= (0.9999 =1~(0.19)" =>n=6
Hence for the 2nd case, 64 i.e., 2 identical components are to be added.

Example 8
_ 1 A
Show that MTBF of the system of » identical units is parallel connected is o where A is the failure rate
, . i=1

of each component.
Solution : Let the parallel redundant system is having » units with failure rate A, A, ..., A, (say). Hene the

reliability of the system is given by '

R =1=(1-R)(1-R,)..(1-R).

= 1—(1 ——e"l")(l—e""")...(l—e’l"’)
=1_';I£‘[(1"8-M)‘ »

jal

Now, MTBF of the system = fRs (¢)dr = f[l - (1 - )(1 —e ™M )(1 e ):ldt

+

= f[(e“"" +e M 4 +e™ )'— {e‘“‘”’”' +e“(l‘“")'} + ...]dt
= (UA+1/ Ay 4 2t VR ) R (U +25) 1 (A A5 ) o+ {178 4 Aghg )+ 1A(A 42+, )+

nel 1

2N

=1

+o.+{-1)

Foridentical units, A, = A, =...= A,
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It case, MTBF =12~/ 24+ 1/ =232
2.3 Mixed Configuration
Parallel series system
Rp
Ra B
A —>
— ]

J

—> A BC |

Fig. 9

Asthe unit B and C are connected in parallel, these units may be replaced by a unit BC (say) with reliability

R, where
Ry =1-(1-R,)(1-R,)
and the changed configuration of the system will be as

—> A RC

Fig. 10

Now the units A and BC are connected in series. The reliability of the system can be calculated as

R, =R,Ry- =R, {1"'(I . Ra)(l - RC)}

Another mixed configuration
Rit Ry ; %1 :
' ;12 Ezz 32 o
—_ , ) —> 5
R - 1
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" The above system canbe represented by an equivalent system in the following ﬁgufe.

g: Rs2 Rs3 '
Fig. 12
Inthiscase,

Ry =1 "(1-" R, )(1 -R, )(l - Rn)

R, =1- (I - R, )(1 - Rzz)(l - st)

Rgy = 1 “(1 - R31)3(1 - R33)

Hence the reliability of the system will be R, = R, Rg,Rg;

Series parallel system
Ry Rz ;13 Ry

Ra Rz Ry "Ry

R31 R32 R33 ‘ R34

" Fig. 13

The above system can be represented by an equivalent in Fig. 14.

Rs
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Here Ry = R, Ry Riy. Ry, Rsy = Ry Ry Ry3 Ry, and Rg; = Ry Ry, R, R,
So, Ry=reliability of the system= = 1 — (1 - R, )(1- Ry, )(1 = Ry,).

Example 9 .
~ Asystem consxstxng of 4 identical eubsy%tems connected in parallel. Each subsystem consists of 3 identical
units connected in series. If for each unit the probability of eachovera certam perlod of time is 0.95 obtain the

system of reliability.
- The given system can be represented by an equivalent system in Fig. 16.

o
*——s{
{ 4
L]

R

.

§W”ﬁ’° ﬁ’“ ij
|
J

Rsp.
Here R=0.95 (given) Fig, 16

‘Hence the reliability of each subsystem s R, = R° =(0.95)° = 0.857

Hence the system reliability (R ) =1~ (1~ Ry, )’ ,=1~(1 -—0.857)4 =0.999582
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4.2.4 Stand-by Redundancy

In parallel configuration, all the components operafe simultaneously and the experiences wear and tear
during the operation of the system. In the stand-by-system, there is a primary active element which is operating and
one or more components are standing-by to take over the operation one after another when the first one fails. The
operation of stand-by components is sequential i.e., each of the duplicate elements becomes active and is energized
onoy after the failire o f the previousactive elem ents. The system w illsurvive until the required tim of if either the
following two condition holds. ’ |

Active

L__l_%

Stand-by system
Fig. 17

(i) Primaryelement is successful operating upto time .
(i) Primary element fails at 7, and the active stand-by element takes over and survives from#, to £,

Assuming the failure density function of the primal active and the stand-by unitas f, (t) and f, (t)

respectively we have
- t 0
(a)  probability of primary element surviving upto the time tis 1 - .[ f,(t)dt = j £, (t)dt
‘ 0 4

(b)  probability of primary element failing attime 1, is f,, (#,)
‘ .

' . ¢ ®
(c)  probability of stand-by element working successfully from ¢, to £ =1~ f S.(t)dt= f WAGL:
0

-t
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Hence the reliability of the system is given by R, (¢) = j £, (1)t J. £, (4 ){i I Sy (t)di1dt, }
, : 0

=

A

Q= [fudt = 1

R |

gV

Fiig.- 18

For the exponential case, f,(f) =1 ,¢€"”, f,(1)=A P

where A, and A, are the failure rates of the primarily active and stand-by elements respectively.

b

. . s
Hence the reliability of the system R, (#) = [A,¢™7dt + jxpe‘w.{ | xde-*d'dt}dz,
” . t 6

’*ﬁ

0

e “Aph =hg(t-4) _ M ! agr (Marp) 4 Ay ) oeap )"p N
=¢ "+ |h e e dt. =e 7 +A leMe dt!—( Jq _(——-“ .
é{ 4 ) L . L j. :’ }&d f';k" ;Ld '"'}up
P ' p
for b, =Ad =D, R, (1) =7+ fe el
0

et 4 he ™ i{dt? e™ + e |
0 ’ .
Now the failure density function is exponential. Number of failures follows Poisson distribution i.e., prob
(Number of failures =) = p(i)=e™ - (At) /i
From this, p(O) =e ™M, p(l)= Me™ andsoon,
©So, Ry(f)=e™ +hte™ = p(0)+ p(1)
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Similarly, it can be show that

l==0_

| 2 e’“. ¥3)
B (0)=p(0)+ p()+ o) = +1 + EL [As Rg(r)=z~—f-—)-]
Hence, for a stand-by rédundant system with 'compone‘nts of equal failure rate, the reliabilit‘ykof the system
we (M) & (xz |

is given by R(t) Z i Z

i=0 i=0

" MTBF :
Let us consider the MTBF of a stand-by redundant system with one active and one stand—by Then
a1 A2
- At g, [ M ~Mar _ 2N &
j&(: )dt = j'(1+xt)e dt = J' dt+J-Me TR h

0
Hence the mean time between the failures in the case of a stand-by redundant system consisting of two

components is twice that of the single component.

Stand-by system with imperfect sehéing over device
. Let sensing over device is not perfectly reliabie and hence its probability of the failure must be considered.’
Let the primary and secondary components be not similar and higherldiﬂ‘efent failure rate and the Systém consist of
*two dissimillrcomponents placed in stand-by redundancy. The failure rates of both components follow the exponential
failure time distribution. The primary componeﬁts have a failure rae A, (say) and the stand-by component A,
(say)- | |
Letr_bethe reliability of the sensing and switching over device.

The reliability of such asystem is givenby R(f) =e™" +7, [ 7 J[e M_e ""]
27 M

When A, =\, = A, then R(t)=e™+ (Rte ) “[1+r (?«.t)]
. Ingeneral for astand-by system of # components which have equal failure rate and when one unit is operating
actmt_y and the rest (#—1) units are standing-by to take over the operation in succession then MTBF of asystem is-

m,=nfh.
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Example 10

An indﬁstria} process in controlled by a computer and two similar components are operated in stand-by
redundancy suchthat ifa computer fails another is instantaneously brought into use in its plae. The failure rate of
each computer is givenby 3, = 0.0] failure/hour. Compare the i improvement in reliability overa single computer
when one and then two computers are usedina stand—by The operating period is 100 hours and the switch is

considered to be perfect.

() Inthefirst case, only one computer is in the system.

Hence the reliability of the system having single

computer is given by

R(t)=e™=e"%=1/e=037

Fig. 19—
() Forthesystem having one computer along with another one as stand-by, the reliability of the system is given

i-0

R (-5 ()

Y+ (A)e™ =0.37+0.01x100x0.37 = 0.37 +0.37 = 0.74

As R (1) =2R (t) hence, there is 100% improvement in reliability by using one stand-by computer.
(i) Again, for system having one computer along with two computer as stand-by, the reliability of the system is
given by

31 =M f ' 2 ‘
R()=5 M) _ () e E ) 074 03TXT ot 0185 0925
i=0) l.l . Q 2
Now, R;(t)/ R (1)=0.925/037=2.5

" Hence by using two stand-by computers, reliability is improved by 2.5 times i.., there isa 150% improvement

inreliability over the single computer.
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Example 11

An electronic device has a failure rate of 500 failures per 10® hours. One identical stand-by unit is added to
increase the reliability of the basic device. The operating time is 1000 hours. The failure rate of the sensing and
switching element is 0.97. What is the system reliability? What will be the system reliability if the sensing and
switching element is 100% reliable?

Solution :
Here, the failure rate A = 500 failures /10Shours
=500/10° failure per hour
=(.0005 failure per hours,

and the operating tin o= 1000 hours. e Fig. 20
Hence A¢ = 0.0005x1000=10.5

Given that the failure rate of the sensing and switching element is 0.97. |

Hence the reliability of sensing and switching element is .= 1-0.97 = 0.03.

So, when the sensing and switching element is not perfect, the system reliability is given by

R, (1)=e™[1+7,(M)]=e*(1+0.015) = 0.6156
When the sensing and switching element is perfect, the system reliability is iven by

Ry(t) =™ (1+6) = e (1+0.05) = 0.909

5.  Self Assessment questions / exercise

5.1 Define the reliability of a system. Compare the reliability of a series and parallel system.

5.2 Showthat the reliability function for random failures is an exponential distribution. How system reliability
can be improved? _

5.3 Define system Reliability. Find the reliability of a system with two components of which oneisa
stand-by. The components are connected in paraliel. |

5.4 WhatisMTBF? The failure rate of an electronic sub-system is 0.0005 failurs/hour. If an operational -
period of 500 hours with probability of success p =0.95 is desired, what level of parallel redundancy

is needed?
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5.1

t

| et )
Show that R(/} = exp[— [ r(r)adt J. where R(z) is the reliability function and A(f) represents the

[:-
fatlure rate,

In a system, there arc # number of components connected in parallel with reliability
R (1),i = 1.2,...,n Find the reliability of the system. 1€ R, (=R, ()=..R, (1)=e™ then
what will be the expression of system rebability? '

How many identical components each of which is 90% reliable overa pedod of 50 firs. boused to

obtaina 99.99% paralfcl redundancy systen Qvér 100 hrs.

?

Show that the reliability of an item can be expressed asan exponential [imctionie., €¥P| ~ [ r(r)ar |
. 0

Anindustrial process is controlled by a computer and two similar components are operated in stand-

by redundancy, such that, if 2 computer fails, another is instantanecusly brought into usc in jts place.

The failure ratc of each computer is given by A =0.01 failuec/hr. Compare the improvement in

reliability over a single computer when one and then two computers are stand-by, The operating

period is 100 hrs. and the switch system is 100% perfect.

A system consists of 5 identical and independent unils with one unit operating and A units stand-by.
One of the stand-by units takes over when any operating unit fails, Assuming that the switching device
is perfect. Obtain the system reliability (ora perjod of 100 hours if each of the 5 units hasa filure rae
of 100 failures/10% hours.

Obtain reliability over 100 hours period of a system consisting of two subsystern A and B connected
in parallel where A consist of 4 identical components inserics and B consist of identical components

in parallel. Each component has a reliability 0.90 over a period of 100 hours.-

The system connceted in series of 500 wansistors, 10500 resistors and 500 capacitors. 1'ailure rate

of'these components arc as follows:

transistor: A, =0.7x 107 per hour
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diode: A, = 0.3x107 perhour
resistor: A, = 0.1x10° per hour

" capacity: A, = 2x0.2x107° per hour

- What is the failure rate of the system? What is the reliability system of 100 hours.

6. Sugg?sted Further Readings
*  Aggarwal KK, Réliability Engineering, 1993.
*  Ramakumar Ramachandra, EngineringReﬁaﬁabﬂityFundémemals and Applications, 1993.
'+ Mustafi, CK., Statistical Methods in Managerial Decisions, Macmillan, India.
*  Sinha, SK. andKale BK., Life Testing and Reliability Estimation, Wiley Eastern, India.
¥ Swarup, K., Gupta, P.K. and Man Mohan, Opérations Research, Sultan Chand & Sons.
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PARTI |
Paper-X ' . Special Paper—OR
Module No. - 115(b) '

GEOMETRIC PROGRAMMING

------ 3 »: . re0er eseseses . s

1. INTRODUCTION .
In this module, we shall focus our attention on a rather interesting technique called ‘Geometric Programming’
- for solving a special type of non-linear optimization problems. This technique was developed by R. Duffin and C.
Zener (1964) for finding the solution of special type problems by considering the associated dual problem. This
technique was given the name ‘Geometric Programming’ because the geometric-arithmetic mean inequality was
the basis of its development. The advantage of it is that it is usually much simplier to work with the dual problem
than with the primal. ' |

Structure :

1. Inroduction

2. Objectives

3. Keywords

4. Basic Geometric Programming
4.1 Monomialand posynomial functions
42 Geometric-Arithmetic mean inequality
4.3 Unconstrained Geometric Programming
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Geometric Programming

4.4 Constrained Qeometric Programming
4.4.1 Primal and Dual problems in case of less than type inequalities
4.4.2 Primal and Dual problems in case of equality constraints
5. Selfassessment questions/exercise

6. Suggested further Readings

2. OBJECTIVES
The objectives of this module are to discuss a methodology called Geometric Programming for solving
constrained and unconstrained optimization problems with posynomial form of objective functions and constraints.

3. KEYBOARDS
Geometric Programming, Monomial, Posynomial, Primal, Dual, Degre of diﬂi;culty, constained, unconstrained,
optimization problem.

4. BASIC GEOMETRIC PROGRAMMING
4.1 . Monomial and posynomial functions
» Let x,,x,,...,x, denote n real positive variables and x = (x, 3 X500y x,,) a vector with components x;. A

real valued function fofx, with the form

(%)= exfxg.xd | | (1
where ¢ > 0 and g, € R, is called a monomial function oramonomial. The constant ¢ is called the coefficient
3 -065

of the monomial where as the constants g,, a,s..,,, be the exponents of the monomial. As anexample, 6.3x; x,
amonomial of the variable X, x,, with coefficient 6.3.

Monomials are closed under multiplication and division, i.e. if fand g are both monomials then fg and flg are

also monomials, Amonomial raised to any power is also a monomial :

B
f(x) = (cx{"xg’z...xf,'") = PxPh B X
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The term ‘monomial’, as used here (in the context of geometric.programming) is similar to, but differs from
the standard definition of ‘monomial’ used in algebra. In algebra, a monimial has the form (1), but the xponents
a, (i =12,.., n) must be nonnegative integers and the coefficient ¢ is one. In this module, monomial refers to the

definition mentioned earlier, in which the coefficient can be any positive number and the exponents can be any real
numbsers, including negative and fractional.

A sum of one or more monomials, i.e., a function of the form
i Z a- a
— q 2 'y
[(x)=D e x x5 ..x, | 4 | @)
J=l ’ .

‘ where ¢ >0, iscalleda posynomial function, or, simply, a posynomial. The term posynomial is meant to
suggest a combination of ‘positive’ and ‘polynomial’. Any monomial is also a posynomial. Posynomials are closed
under addition, multiplication. Again, if a posynomial function is divided by a monomial, then the resulting function
will also be a posynomial. If f is a nonnegative integer and fis posynomial, then #® isa posynomial (since it is the
product of B posynomials). ' ’
Let ustake a few example. Supposéx, yand z are (positive) variables. The functions (of expressions)
© 5,0.56, 2x\/y/z,6x y0 72’
are monomials (hence, also posynomials). The functions
- 0.45+x/2,3(7+yz)" 3x+Ty+22
are posynomials but not monomials. The functions
-2.5,4(1+yz)" 2% =Ty +2
are not posynomials or monomials. The function f(x) given by
f(xp, z) =12x°y2" +16x72y° + Tzy

isa posynomial,

4.2 Geometric-Arithmetic mean inequality
The general arithmetic mean-Geometric mean inequality also known as Cauchy’s inequality for any »

nonnegative numbers x;,X,,...,X, is .

1300 ‘ Directorate of Distance Education
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XyyXgseees X 1 A ,
--'-'*“;;-‘-— 2 (x,xz...x")n )

with the equality sign holding true ifany one if x, = X, =...=X,.

If we set first m, of the numbers x, equal to the same value, say #,, the nextm, of the numbers x, equal to the
same value, say u,, ... and the last m, of the numbers x, equal to the same value, say u,, then the inequality (3)

reduces to

i
"y, My My Ypy+my+..4my
ul u2 .o .u'v ) l z A

my +my + ..+ myty >(
m+my+ ..+ my

t
o\
KT e )” where n=m, +m, +...+m,

sy Mgy + o My (u
n

This is valid for any set of nonnegative numbers u,, 4, .4y and 7, m,,..., M.
Let y, =m /n,y, = my/n,yy =my[n
Then from the above inequality, we have
Yith + Yotly ot Yyt 2 whu .y
where ¥, + Y, +.t Yy =1
Let yih = Uy, yatty =Upyees yythy = Uy
» ¢
U U
Hence, U, +U, +...+ U, 2 (——‘-\J (-——2-)
bg Y2

where Y+ Y, Fatyy =1

4.3 Unconstrained Geometric Programming
The unconstrained Geometric Programming problem is defined as follows:

Find X = (x,,X;,. %, ) that minimizes the objective function
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f(X)= ZU (X)= Zc (w ) = Zc [T @

J=1 Jj=l i=l
where ¢, > 0,x; > 0 and a, are real constant.
Solution :

From Geometric-Arithmetic mean inequality, we have

_ Y Y2 In » ‘

U+U,+.+U, 2 [E]—‘J [&) [—gi] (5)
gl Y2 Yn . |

where ¥, + y, +.. -FyN =1 ©)

The left hand side of the inequality (5) i.., original function f.X) is called the pnmal function, the right hand
side of (5) is called the pre-dual function.

Since U, = chxf”',j =1,2,.,.N
i=1

Then the pre-dual function can be written as

’ n N n_ Y2 n Yn
7 32} N C xf" cC .Xfia"2 < xf‘”
BIGERE L] el el
Bg! Yy Yn 34 Y2 ’ Yy

I

T e e T
GG g8} o

If we select the Y, in such a way that Y, satisfy the relation (6) and also the relation

N
Zaijyj:(},i:l,Z,...,n - ®
J=i ‘
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Then the expression (7) reduces to

DICEGECIGEC S 9
N Y2 Yv /) Y Y2 .VN! : (,)

Equation (6) is called the normality condition and the equation (8) are called the orthogonality condition for
the weight ¥, 5,00, Yy -

Thus the inequa.lity.(S) becomes
& Yy c o) ¢ In
UI+U2+,..UN2(—-‘-J H H
Y Y2 \ ¥
ie. f(x)zo(y) say) | : 10
the right hand side of (10) i.e., (p( y) is ‘called the dual function and y is a vector with components
Vi Vaseens Yue
We can be proved that

Minimize f'(x) = Maximize o(y)
In this way, we have converted the problem of minimizing fx) into a new problem of maximizing ¢ ( y) the
original problem of minimization is referred to as primal one and the related problem of maximization as its dual.

The maximum of dual function subject to the orthogonality and normality conditions is a sufficient condition
for f{x) to be a global minimum. ‘

For equality in the geometric-arithmetic mean inequality (5), all the ’;j“ must be equal. Therefore, if we let

J

.U,
2= =L =R, ie,—+=R (say)
B4 Vs Yy y/

N N N
Then DU, =R2.», =R [by (6) 2 ¥, =1]
j=l

jsl jﬂl

Henéeminimpm f(x)= MinzN:Uj =R= f(x‘)
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Then 2 = f(x'). =12, N

Y
Hence, U, = f(x") 3,/ =1,2,.., N (11
or, chxf"' =f(x')y,, /=12, N 12)
From these relations, the optimum values of x,are obtained.
Degree of Difficulty

The quantity N-n-1 (where N and 7 denote the total number of terms in he posynomial and number of
decision variables respectively) is termed as degree of difficulty in geometric programming. If N-n-1 =(), the problem
is said to have a zero difficulty. In this case, the unknows, Y, (j=12,. » V') can be determined uniquely from the
orthogonahty and normality conditions. If N - n — 1>0, there will be an infinite number of solutions of
Y ( J=L2,.,N ) For problem with negative degree of difficulty, geometric programming is not applicable.
Primal and Dual problems

For unconstrained Geometric Programming, the Primal and Dual problems are as follows:

Primal Problem :
Find x = (%,%,,...,x, )
sothat f(x) Zc X szzj- nnj isrmmmum

and x; > 0,x;, >0,..,x, >0,
Dual Problem ;

Find y = (3,5, vy ) so that

' c ) (C ¥ c v N c. Yy
Y1) \ U2 Yy ]}:1[ Y,

, [ ¥y

N c. /

log ¢(y) = log H[—L]
=\ Vs

=l

is maximum subject to the constraints
Nttty =1

304 : - Directorate of Distance Education



Geometric Programming

----------------------------------------------------------------------------------------------------------------------------

and 0, =0 =1, 2som

J=l
Example 1
Solve the following GP problem :

Minimize f"(x) = 7x,x;" + 7%,%;% + 5x7°%,%, + x,%,x,
Solution : Here, ¢, = 7,¢, =3,¢, =5,¢, =1
and U, = Tx.x;' U, =3x,x2,U, = 5x7°x,%,, U, = x, %,x,
For this problem, the normality condition is ' ,
Wttty =1 o o E M
where ,,¥,, s, ), arethe dual variables.
And the orthogonality conditons are

1 0 -3 N\
-1 1 1 1”7 ]=0
lo =2 1 1>
\Va }
ie, »-3y,+y,=0 : (i
“J’1+J’2+)’3+)’4=0 (i)

=2y, +y3+y, =0
In this case, n=3, N=4. So, N—n—1 =01i.e., the degree of difficulty is zero. Therefore, we wil get the
unique solution of Y, ’s.

1
Now, subtracting (iii) from (i), we have }; =

N |

1 1
Again, subtracting (iv) from (i), y, + 3y, =1 whichimplies ¥, = e ¥ = 3
5
Now, by (i) —(ii), we have y, +4y;, =1 or, ¥3 = u
' o 1
Hence, from(ii), Vs =)y~ Vo, = W3 = 57 =g
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(C A & Yz p Y3 ¢ \ 4+

.. min f(x):—.f(x‘)_—. ._LJ (_LJ [__3_) (_‘L

, AR ' Y Y3 Yi)

vl [/}/(ﬂ/

= (14Y% (18)% (24Y% (8)% =15.23
We have U, :yjf(x‘) .

U=y f(x")or, Trxy' =(1/2)x15.23 or, Txx;' = 7.62 W
Again, U, = y,f(x") o1, 3x,%;> = (1/6)x15.23 or, 3x,%; = 2.54 . i)
U, =y3f(x') or, 5xx,x, = (5/24)x15.23 or, 5x°x,x, =3.17 | (vii)
U,= y4f(x') Of, X,X,X, =(1/8)x15.2_3 or, x,x,x; =1.90 : . - (i)
Now dividing (viii) by (vii), we have
4
ﬁ-=—1—29 or, x, =1.3157
5 317

From (v), 7xlx2“ =7.62 or, 7.62x, = 7x, or, x, =1.209
From (vi), 3x,x;” = 2.54 or, 2.54x =3x, or, x, =1.195

Hence the optimal solution of the problem is x; =1.3157,x; =1.2097, ] =1.195.

Example2
Solve the following problem

Maximize f(x)-5xx;" +2x]'x, + 5x, + x;'

Solution: Here ¢, =5,¢, = 2,6, = 5,¢; =l and U, = 5x,x;", U, = 2x,'x,,U, = 5x,U, = x;"

Now the normality condition is _

Nty tyty =1 ‘ . O
and the orthogonality conditions are

B4
P -t 1 0y, -0
-1 1 0 =1)|y

Vs
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Y=Y +y;=0
Here.n=2, N =4,
Hence N-n-1 ie., the degree of difficulty is one.
In this case, we express threé yj’s in terms of remaining one.
Letussolvey,,y,, y, interms ofy,.
‘Hence from (i7) and (§), we have
Y=Yty =0 | @
A‘“}’n =Yy ' (iv)
Vit ty;=l-y, \4

Now by (v} - (iii), we have 2y, = 1 -2y, or, y, = (1-y,)/2.
Puiting the above value of y, in (iv), we have y =(1-3y,)/2.
. Again, adding (iii) and (iv), we have y, =y,.
Hence, the corresponding dual problem of the given problem can be written as

1-3y, ]-—y‘

2 .
C NN NN 5 \ (7) s Y'f

Mamb(y b'? ;}J Ly—z (;:-J Ll 3de LIZJQJ L JL J
() () B

Since the maximization of @( ) is equivalent to the maximizaton of log @( '), we will maximize log ()

for convenience.
Thus

logo(y)=(1-3y,){log10-log(1-3,)}/2+(1- y,){log4~log(1~ y,)}/2+ y,{log5-log y,} - y, log ,
Since log (p( y) is expressed as a function ofy,. The necessary condition of maximum of log ¢ ( y) gives

o[ logd(y) /2y, =0

(133" (1-3)" zk,g(zx;o%J
Vi

ie. log
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| \/(1—3y4)3(1—y4)=2><10% o \/(1‘3Y4)32(1"y‘);12.6 )

or,
yf 5 Vs
From (vi), the value of y, can be obtained by using a trial and error process givenin Table 1,
Table 1: Computation of y; by trial and error method

Valueof y; Value of left hand side
expression of (vi)

- 0.25 : . 1.732
0.20 5.657
0.18 8.72

-"0.16 13.42
0.163 12.59
0.162 12.85

From Table 1, we find that ¥,;=0.163 (approx.)

Hence ¥, =(l - 3y;)/2 =0.26,y, = (l—y;)/Z =0.42,y; = y; =0.163
The optimal value of the objective function is given by '
/& \0%/ 4 \0.42' ( & 83, o \0u63

¢(y;)=f(x')=(0.'zéj (0z) (o163) k?)'iiéij =9.661

Now, usingU; =y, f (x'), we have

Uy =y £{x"} ie., 5x; =0.16x9.661=1.546 or, x, =1.546/5=0.309
U, = if (¥') i, 7 =0.16x9.661=1.546 or, x] = 0.647 |

Hence the required optimal solutionis x; = 0.309, x; = 0.647 and the minimum value of the given objective
function is 0.9661.

4.4 Constrained Optimizaton Problem
* The constrained optimization problem is as follows:
Find x = (x,,%,,...,x,’) whichminimizes the objective fimction

S (x).:icwﬁxf“ !

J=l t=1
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and satisfies the constraints

g (x)= Zc,ng <>=Lk=12,.,m

J=l =]
where the coefficient ¢, (/ =1,2,..., Ny} and Cy (k =12,.m;j= I,2,...,N,,) are positive numbers,

‘theexponents ay, (i =1,2,..1j =1,2,..,N,) and a,, (k= 1,2,..,m;i = 1,2,..,m; j =1,2,..., N, ) areany

real numbes, m indicates the total number of constraints, N, represents the number of terms in the objective
function and N, denotes the number of terms in the &-th constramt The decxsxon variables x,, x,, , ..., x, are
assumed to take only positive valeus.

4.4.1 Problem with less than type inequalities
Primal problem :

Find x = (x,,%,,..., %, )

such that fx) is minimum
subject to the constraints

g (x)stg,(x)<i..g,(x)<land x,>0,i= L2,..,,¢, >0 and g ére'real numbes

[Note : g, —> primal function, X,,%,,...,X, —> primal variables, g, (x)<1(k=12,..,m)—> primal
constraints x, > 0(/ = 1,2,...,n) — positive restrictions, »=number of primal variables, m = number of primal
constraints, N = Ny + N, +...+ N,, = total numbser of terms in the posynomials, N-n—1=degree of diﬁ‘iéulty]

Dual problem : :

Find A = (xm,xm,...,xo,%,xm y 0 VY WU Y SO Yoo

such that ¢(7\. ﬁn( ck’ ZX J is maximum subject to the constraints

k=0 ja \ Ay

No
> Ay, =1 [normality condition]
J=l

m

N
Zzaﬁjk g =01 -1 2,..,n {orthogonality condition]

k=0 j=]

and 7‘&:’ > O’CU > 0 and @, are real numbers.

[Note : o(r)—> dual function Aot Aggses Ay, —> dual variables A, 2 0,(j=12,.,N,,k=12,.,m)
are nonnegative restrictions, N = N, + N, ot N,, = number of dual vanables, n + 1 = number of dual
constraints]
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Optimal Decision variables : _
For problems with zero degree of difficulty, the solution for 2" isunique. Once the optimum values of A K

are obtained, the maximum of the dual function w(l’ ) are obtained, which is also the minimum of the primal

function f ( x' ) The decision variables X" can be obtained by solving the following equations simultaneously.

u + Y0y
COJH(xi )

A = —.L.___._, ' =12,.... N,
0/ f(x‘) J 0
N?\..’g’ _ ckjﬁ(x;)"w j= 1,2,..,Nk;k =L2,....m
7\.;, i=l '
I=1-
Example 3

Solve the following constrained optimiztion problem.
Minimize Z=0.188x x, subject the constraints

1.75x,x;'%;" <1
and  900x +x2x% <1
Solution : Here the number of primal variables () = 3, N = total number of terms in the posynomials =4.

Therefore, the degree of difficulty =N —n-1=0,
The given problem can be written as

3
— Bit
Z= Coxl ]xi
i={

subject to the constraints

3 2 3
o TT <135, T <
i=] j=t i=I
where

Ay = =20 = 0,8, = 0,0y, =-2,8, =2,ay,, =0
HereN0=l,N[=1,N2=2 _
The corresponding dual problemisto find A = (A,,A,;,A,,,A,;,) soasto

Maximize ¢(A’) = {%O‘n )} {{‘t’t‘(}‘lx )} {{‘2‘(121 +Ay )} {'%2"(7&21 +Ay )}

Ay
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a1 An
t 1 900 ] 1 .
=(0. 188)}“) (1 75)7\ {k (A +K22)} {"{"(7‘21 ‘”‘zz)}
22

21

subject to

Ny
D Ao, =124y =1 {Since N, =1]
=i

N 2 N
Z%Ab =0 ”ZX%M =0
I(=0 J=1 k=0 j=1
ie, aghg +a Ay +ay Ay +ay,hy, =0
Ay + QA + Agp Ry + Apphyy =0

Az hgr + Gy + Agy Ay + Ayphy, =0

Putting the values of a,; ‘ .
Aor Ay =2y 22y =0 ' | | O

Ay +2hp =0 @
A=Ay =0 ' | . : (@

Adding (i) and (if), we have Ao, —24,, =0 or, A, =1/2.

From (iii), A, = A,y i€, Ay = 1.

From (i), A, = 2X,, i.6,4,, =}

Hence, Ay, = LA, =LA, =1/2,A,, =1/2 (i)

Hence Min j(x) = flx) = Max (b(?»‘ )

=(o.188)"“'(1.75)'”“{900(75i 22)} { (h, Hn)}"”

The o;nzaz 3&1116 of decision variables are obtainedas

2 = (x )%f(z’i); (x)" fe,l= %‘-}x;g i, ¥ = %—g— @

%— ce ()" (5" ()™ e LTS3 =1 -
311
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_ M =c, ( X! )azn (x; )"m ( x| )""" ie,900x % = % | »(vii)

7\.‘ Crib] C73] .“zs 1 ' '
22 — ® * * us..2 c2 - ) e
=Cy (x, ) (xz) (x3 ) ie. x] X = 2 (viii)

From equations (vi)—-(vfii), we can eastly obtain x,’ = 30\/5 x; =30,x; =1. 75\2.

Hence the required optimal solution is x" = 30\/5 X, = 30 x3 =1. 75 V2 and the minimum value ofthe
given objective function is 19.74.

4.4.2 Problme with equality constraints
Primalproblem: -
Find x = (x,,xz,.,..,xn)

such that g (x) is minimum
subject to the constraints

g (x)= Z A x),;l

r=j

Where £, denotes the number of terms in the i-th constraints and

R(9)=T](x)"

[Note : g, - primal function ,,X,,...,x, —> primal variables, g (¥)=1(k=12,..,m) > primal
constraints, x; > 0(7 = 1,2,...,n) —> positive restrictions, »=number of primal variables, m = number constraints,
N =Ny +N, +...+ N, = total number of terms in the posynomials, N-n— 1=degree of difficulty]

Dual problem
Find A
A'J m P C }»J m
suchthat (1) = H(-—'—J I1 Z( ”) 1)
J=1 }"j =l | r= ?\'pj i=|

‘&here V. ——‘i j.r

r=i

s maximum subject to the constraints
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Na

D"\, =1 [normality condition]

J=1

ﬁ Nk .
D> ayhy, =0,i=1,2,...,n [orthogonality condition]

k=0 j=1

and A2 0,¢, >0 and a,; arereal numbers. '
[Note: (b(?\. —>) dual function, Ag;sAgyseees Ay —> dual variables A 20, (i=1,2,..,N k= 1,2,..,m)

are nonnegative restrictions, N =N, +N, +..+ N, = number of dual vanables, n+1 = number of dual
constraints]

5. SELFASSESSMENT QUESTIONS/EXERCISE
5.1 Whatis Geometric Programming?
5.2 ° State whether each of the following function is a polynomial, posynomial or both.

@ f=4-x+6xx,+3x]
®)  f=12+42x> +5xx, +x2

© f=4+2x1x +3x" +5x'x;
5.3 Howisthe degree of difﬁculty defined for a constrained geometric programming problem?

& 4 xXn_ o~ - SR

2.4 What lS dmnmew..-gcomcmb H lcq'tldllty

5.5 Whatis normality condition in a geometric programming problem?
5.6 Define acomplementary geometric programming problem

5.7 Solvethe following problems :

(@ Minimize Z = Sx,x;" +2x'x, + 5%, + x;'
(b) Minimize Z = 60x°x;” + 50x; x, + 20x,"x,

8 _ <1

(¢) Minimize Z = 20x,x, + 40x,x, +80x,x, subjectto

(d) Minimize Z = 2x,x;° + 4x'%;% +32x,x, /3 subjecttOIOx, =1

6. SUGGESTED FURTHER READINGS
Duffin, R.J., Peterson, E. and Zener, C., Geometric Programming, Wiley, New York, 1967.
Rao, S.8., Engineering Optimization-Theory and Practice, New Age International, 2001.
Swarup, K., Gupta, P.K. and Man Mohan, Operations Research, Sultan Chand & Sons.
Sharma, ].K., Operations Research— Theory and Applications, Macmillan.

. Sharma, S.D., Operations Research, Kedar Nath Ram Nath & Co., India.
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Module No - 116
SEQUENCING
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. L. Introduction : The problem of sequencing is to determine an appropriate order/se-
quence for a series of jobs to be done on a finite number of service facilities, in some pre-
assigned order, so as to optim—ize the total involved cost/time. A practical situation may
correspond to an industry producing a number of products, each of which are processed
through a finite number of different machines.

Let, in an industry, there be n jobs, each of which is to be performed one at a time, at

~each of m different machines over a variety of combinations. We are given the order in
which these machines are to be used for processing each job and also the actual er expected
processing time taken by each job on the machines. Then the general sequencing problem is
to determine the sequence, out of (n!)™ possible ones, that minimizes the time from the

starting of the first job upto the completion of the last job.
This module is organised as follows.

Introduction

Objectives

Keywords

Terminology and Notations

Basic Assumptions

Processing  Jobs Through 2 machines
- 6.1 Optional Sequence algorithm

6.2 Illustrative examples
- 7. Processing n Jobs through 3 Machines

NV AW
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7.1 [IHustrative examples

8. Processing 2 Jobs through m Machines
8.1 Graphical method

9. Processing n Jobs Through m Machines
9.1 Illustrative examples '

10. Summary

11. Exercise

12. References

2. Objectlves :

Main objectives of this module is to make the readers farmhar with the basic idea of

“sequencing a given number of jobs, each of which is to be processed through a given

number of machines, i.e. the service facilities. For different number of jobs and different
number of machines, the cases are discussed through illustrative examples.

3. Keywords :
Processing order, processing time, idle time, total elapsed time, optional sequence.

4. Terminology and Notations : -
The following terminology and notations will be used in what follows :-
i) Number of Machines : ‘
It means the service facilities through which a _]Ob must pass before itis completed
e.g., in ‘publishing a book’, it has to be processed through composing, printing, bind-
ing, etc. In this case, ‘publishing a book’ constitutes the job and the different processes
constitute the number of machines.
ii) Processing Order :
It refers to the order in which a job has to be processed through different machines.
| ¢.g., when a tailor has to make a suit, he has to process the job in the order :
a) Marking on the cloth usihg measuring tape
b)- Cutting . |
" ¢) Stitching
d) Ironing.
iii) Processing Time :
This is the time for which a job is to be processed on a machine. The notation Tij will
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be used to denote the processing time required by the ith job on the jth machine.
iv) Total Elapsed Time : : ,
This is the total time required by all machines from the starting og the first job to the
completion of the last job, including idle time, if any. it will be denoted by T. |
~ v) Idle Time : - _ |
It means the time for which a machine emains idle during the total elapsed time. The
notatin Xij will be used to denote the idle time of the jth machine from the end of the (i-f)th
job to the start of ith job. |
vi) No Passing Rule :
This rule means that passing of a jobto a machme other than the one scheduled in the
processing order is not allowed. If each of the n Jons is to be prossed through two machines
- Aand B in the order AB, then this rule says that each Job will go to machine A first and then
to the machine B. '

5. Basic Assumptions : .
for a sequencing probleém, following assumptions are made.
i) No machine can process more than one job at a time. .
i) Processing times Tij s are indepemndent of the processing order in which the jobs are
processed.
iif) Each job, once started on a machins must be continued till the completxon of it on that
machine.
iv) Each job must be completed before any other job, which it has to precede, can begin.
v) A job is processed as soon as possible subjéct to ordering requirements.
vi) Thetime involved in moving a job from one machine to another is negligibly small.
vii) There is only one fo each type of machine.
viii) All jobs are known and are ready to start processmg before the period under consid-
eration begins. -
6. Processing n jobs Through 2 Machines :
Let there be n jobs, each of which is to be processed thrugh two machines, say A, and
A, inthe order A A, That is, each job will go to machine A, first and then to A,; or in other
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words, passing is not allowed. Let Tij be the time reqmred for processmg the i th jobon the
A_]th machme, i=1,.2,..... A j=1,2.

Since passing is not allowed, it is obvious that all the n jobs are to be processed on
machine A, without any idle time for it. On the other hand, machine A, is subject to its
remaining idle at various stages. Let X , be.the time for which machxne A, remains idle after
ﬁmshmg (i- l) the job and before starting to process the i th job, i=1,2,..,0 This, the

total elapsed timé T is given by T= Z 5+ ZIX
=1t =

Where some of the X_’s may be zero.
Now the problem is to minimize the total el'apsed time T. However, since ig X;; is the
total time for which the machine A, has to work and is thus fixed, it does not perform any

role in minimizing T. Thus the problem reudces to that o minimizing £ x;, Avery convenient

procedure for obtaining a sequence of performing jobs so as to minimize. x x» is well

111ustrated by the following Gantt Chart.

Utilised time

4
' -~ — — Idle time on machine A,
T, T T.
A, — -
172}
C
-,
A b o — - —_ —
Xn : le . xzz Tu Tn Xu . xnz Tnz -
O B . R .‘ . ]
- ~ Time taken by jobs |
Figure 6.1. Gantt Chart
From the chart, it is clear. t]:_at
X =T, o ' ~
Xp={T, *T, +-X,-T, if T, +T,>X,+T,
0 . otherwise
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= max { Ty + T, X Ty, 0
L X T Xy, = max (T, + T, Ty, T} Since X, =T
Similarly, X,, = max { T, +T,+T,, -T,-T,,-X,, -X,,, 0}

1.
22

) i 3 > 2
and so X, + X,, +X,, = max {[ZT’} —ZT'}}ZX’}}

ia} iml i=l

3 2 2 ]
= max {[ZT’] -ZTiz),[ZTi, “T‘}]Ji;f

ie] =] =l

w w n-1 n-1 n-2
[n general, we have > X, :max{[ZY}, - 7?2),( I,-2.T, }

=l 1=} 1=l | 1=l

- Now, if we denote ZX,-z by D, (8) . then the problem becomes that of finding the

sequence 8 for processing the jobs 1,2,......,n so that D_(S") is minimum over all D (S) for
any such sequence S, i.e., the inequlality D (8 < D, (S) holds for any sequence S of
processing the jobs. In other words, we have to determine an optimal sequence S'so as to
minimise interchange of the consecutive jobs. Each such interchange of jobs gives a value of
D _(S) smaller than or equal to its value before the change.

6.1 Optlmal sequence Algorithm :
An terative process for determining the optxmal sequence for n-job 2-machine se-
quencing problem can be given stepwise as follows -

min
Step 1,.:-ExaminetheT“’sandTiz’sfori 1,2,. ,nandﬁndout {1 2., }{7;;,772}

Step 2(a) :- If this minimum be T, for éome i =k, process the k-th job first of all.
(b) :- If T, be the minimum for some i =1, process the r-th job last of all.
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- Step 3(a) :- If there is a tie for minima T o = T, process the k-th job first of ail and the.
r th one in the last. . - | |
(b) - If the tie for the minimum occurs among the T, ’s, select the job correspondmg to
the minimum of T, ’s and process if first of all. ‘
(c) :- If the tie for minimum occurs among the T'iz’s, select the job corresponding to
theminimum of T,,’s and process it in the last. : S
Step 4 :- Cross out the jobs already assigned and repeat steps 1 to 3, arranging the jobs
next to first or next to last, until all the jobs have been assigned. :
6.2 Illustrative examples :
6.2.1 There are seven jobs each of which has to go thorugh the machines Aand B in the

order AB. Processing times (in hours) are given as follows. _
Job o 1 2 3 4 5 6. .7

MachineA : 3 1215 6 10 11 9
MachineB § 10 10 6 12 1 3

Determine a sequence of these jobs that will minimize the total elapsed time T.

Solution. Clearly, Min {T,,, T,} Which is corresponding to T4, Thus the job 6 to be
processed in the last. so, in list of seven jobs, we place the job 6 at the last place as shown
below:

6
Now the problems preduces to the following 6 jobs and 2 machines problem.
Job : I 2 3 4 5 7
Machine A R 3 12 15 6 10 9
{ MachineB : 8 10 10 6 123

Here Mm {T,, T,} = 3 which corresponds to T, and T,, since there is a tie for T,
and T, the Job I will be processed first and the job 7 wm be processed just before the last
job. So we place them in the list as below :

1 | 7|6
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Now the reduced problem is —

Job : 2 3 4 5
Machine A : 12 15 6 10
Machine B : 10 10 6 12 -

- The minimum of T, ’s and T,,’s now 6, which corresponds to T,, and T,,. Thus there
is a tie for the minimum for the same job. We may choose arbitrarily to process job 4 either
‘next to job 1 or before the job 7. Here we select it to process after the job 1, as below.

1|4 | 7] 6

The Problem now reduces to

Job oo 2 3 5
Machine A : 12 15 10
Machine B : 10 10 12

Here min{T;,T,}is10 which corresponds to T,,, T,, and T,,. So here also a tie

~oceurs. Since, T, <T, , we place job 5 next to job 4 and job 2 before 7. The only remaining
place is thus occupied by job 3 and the optimal sequence is given by :-
1 | 4 |5 3 2 7 6

The minimum elapsed time can thus be computed through the following table.

Machine A _ Machine , B

Job | Time in Timeount Time in | Time out | Idle time of B
1.1 o 3 3 11 3
4 3 9 1 17 0
5 9 19 19 3] 2
3 19 34 34 44 3
2| 34 | 46 46 56 2
7 46 55 56 59 0
6 55 66 66 67 7
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- Thus the minimum elasped time is 67 hours and idle time of machine b is 17 hours
and for machine Ais 1 hour, since the machine A completes its asmgned work in 66 hours
which is 1 hour less than the total elapsed time. - '

The Gantt Chart for this problem can be drawn as below

— Utiliscd timeé (T))

A
5 Idle titne on machine (X))
A (T, Ty Ts T, T, Ty, Ty ‘
3 6‘\’ 10 15 12 9 \ TH
. Qﬁ 2 | 12 o3 flo 2] 10 \3 7]
o Ra . Te T x} Te B Tn _,Xzz,m .f?zq,;»’r’* Xea T »

: + o
30 s 20 25 30 3540 45 50 ss 60 65 70 © 75
Tlme taken by the JObS (in hour)

6.2.2 A bookbinder has one printing press, one binding machine and the manuscnpts of five
different books. The times required to perform the prmtmg and bxdndmg operations for
each book are known as below.

1 n v ,
Printing press(A) :- 3 - 4 5 7

Binding machine(B) : 6 2 7 3 4

Dot

Book

S

-

3 -
(g

Determine the order in which the books should be processed in order to minimize the
total txme requierd to turn out all the books. Use Gantt Chart to obtain thé minimum total
elapsed time. ‘ e

Solution : Heré, b{iﬁ {I;l; T,} =2 which corresponds to T,,. So, the job II will be

precessed inthe last. Thus, in the order of precéssing the books, II will be placed in the last.

1I
Now, the problem reducesto
.| Books I v v
@& 3 4 5 7
. ® ;6 7 3 4

Directorate of Distance Education 321



Self Instructional Materials .

Here, Min {T: T, = 4 which corresponds to T, ,and T, . A tie in the minima occurs here.

So, jobl wxll be performed ﬁrst and the job- IV will be performed just before the last job. .
Thus the order of processing becomes.

I v | o

The reduced problem is - A
- Books : I V
Ay : 4 7
B : 7 4

M n {T,, T,}=4 corresponds to T,, and T, Here also a tie is occured. So, Job I

will be prossed next to the first job and the job V will be precessed just before the jobIV.
Thus the optimal order for processing the books is given by '

I III \% I\ I
The Gantt Chart of tﬁe given problems can be drawn as below.
‘ .
A T, T,I, - T, T, ‘ T, |
4 3 4 7 \ 5§ 6 '
g3 L 6 N 7 N4 \3 3]|2]
3 . T!Z Tﬂ ) TiZ Tq X?Z TZZ .
+ : i 3 = ! >
s . 10 5 20 25 - 30

- From the Gantt Cahrt, it is clear that the minimum total elapsed time is 28 unit. Also
the idle times of machine A and B are 2 units and 6 units respectively.
7. Processing n Jobs Through 3 Machines : Let there be n jobs, each of which is to be -
- processed thorugh 3 machines, say A, and A, in the order A| A, A,. Transfer of jobs is not
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i.e., the order of processing the jdbs over each machine will be strictly followed. Also let Tij
be the exact or expected precessin time of the i th job on the A, th machine. The interative
procedure for obtaining an optimal sequence of jobs is as follows : A '

Step 1. Find Mzmmum T,, Minimum T, and Mzmmum T,
Ciefl,2,. ief{l,2,..,n} ig{l,2,.,n}

Step 2. Check whether i) minimum T,z maximum T,
or ii) minimum T, > maximum T,
If either or both inequalityes in step 2. is/are satisfied, then the method given in section 6.
can be extended, as given in step 3 below, to obtain an optimal sequence. But if neither of
the mequahtxes in step2. holds, no general precedure is available, s0 far, to obtam the optimal
sequence. . :
~Step 3. Convert the three machine problem into two -machme problem by mtroduc-
ing two fictitious machines, say G and H, such that the processing time of the jobs in these
two machines are T, =T, + T,
and T, =T, +T, fori=1,2,......n.
Step 4. Determine the optima sequence of n jobs for 2 machines by the method given

in section 6.

7.1 Illustrative anmples'

7.1.1 Determine the optimal sequence of Jobs that minimizes the total elapsed time based on
~ the following information (Processing time on machines is given in hours and passing is not

allowed.)

Jobs
I II I v \Y% vl Vi
Machine A, 3 8 7 4 9 8 7
Machine A, 4 3 2 5 1 4 3
MachineA, : 6 7 5§ 11 S- 6 12

Solution . Here, Min T;; =3 , MinT, =5 and MinT, =5
Since, Min T, 2 MinT, is satisfied, the problem can be converted into a 7 jobs and 2 ma-
chines problem. | B ' '
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Thus if G and H are the two machmes such that
T, = =T, + T,
and T, = T‘»-!-“I fori=1.2,.. 7,

The the problems can be rewritten as the followmg 7 jobs and 2 machmes problem

~Jobs B
- I I m IV vV VI v
|MachineG .:: 7 11 9 9o 10 12 10
MachineH : 0 10 70 16 6 10 15

Here Min (T, T} =6 which corresponds to T,,.. Thus job v shall be precessed in

 the last. We allocate job V in the last cell as below :

\4

The problem now reduces to th4e following 6 jobs and 2 machines problem.

Jobs
| I 0 MWV VIVI
MachineG  : 7 11 9 9 12 10
MachineH : 10 10 70.16 10 15

Here Min{T,T,}="7 which corresponds to Tgand T, So job I will be processed |

at first and job 3 will be processed just before the job V.
Preceding in this way, the optimal sequence is obtained as

I {v{vio|vi|no m [v.|
To obtain the total elapsed time, we consturct th_g following table.
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Machine A, Machine A, MachineA,

Job in out in out Idle time | In Outldle time
I o0 3 3 7 3 - | 7 13 7

v 37 7 12 0 13 24 0
vl 7 14 14 17 2 24 36 0
VI 14 22 2 2% 5 36 42 0
n 22 30 30 33 4 2 49 0

m 30 37 37 39 4 49 54 0
V37 46 | 46 47 7 54 59 0

This table indicates that the minimum total elapsed tifme is 59 hours. Since the ma- .
chine A, completes its assigned work in 46 hours, idle time of machine A is 13 hours. Since
machine A, completes its a351gned jobsin47 ‘hours and remains idle of 25 hours within that
period, total idle time of machine A, is 25 + (59 - 47) hours = 37 hours and the idle time of

machine A, is 7 hours.

7.1.2 There are five jobs, each of which must go throught machines A, B, C, in the order
ABC. Processing times are given in the following table. |

jobs MachineA | Machine B | Machine C

1 8 | 5 4
2 10 6 8
3 6 2 8
4 7 3 6
5 11 4 5

Determine a sequence. for five jobs that will minimize the total elapsed time T.

Solution : Here Min T =6, Mm T,=4 and MinT, =6

Since MinT, 2 MinT,, holds, the problem can be solved by introducing two fictitous ma-
chines G and H with the processing times T, =T, +T, |

and T, =T, + T, as given below.
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jobs " Machine G | MachineH
1 13 ' 9
2 6 | 15
3 8 10
.4 10 | 9
5 15 | 9

In thxs table, Mm {TK, » I,y } =8 which occurs forT Thus, the jObS 3 will be procesed

at ﬁrst ,}
The reduced problem of 4 jobs and 2 machmes has the mmxmum entry 9 which .
occurs for T, T, and T o 1 e., a tie occurs. S »

So either _;ob 1, or job 4 or jOb 5 will be processed at last. Also any of the other wnll
preceed the last job. :

Finally, remaining job 2 will be processed after the job 3,

So, we have some alternative solutions of this problem The minimum elapsed time
will be some for each of the alternative solutions, though the idle tlmes for individual ma- 4
chines may be different in each case. ‘ '

‘We consider the solution| 3[ 2| 1[4 |5 land ﬁnd the minimum .elapsed time as
‘ follows o |

Machine| A | Machine | B | Machine C

Job | timein [time out|time in | time out|Idle time| time In time Out Idle tim
3 0 6 | 6 8 | 6 | 8 | 16 §
2 6 16- | 16 | .22 8 22 | 31 6
116 | 26 |24 | 2 31 |35 | o
4 1.2 | 31 |31 | 34 2 35 | a1 0
5 31 | 4 2 | 4 |, 8 46 | 51 5

- Thus the mmzmum total elapsed tlme is 5 1 units. Idle times of machine A,B, C are 9

units, 31 units and 19 units respectively.
713. A readymade garment manufacturer has to process 7 terms through two stage of
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production, viz, cutting and searing. The time taken for each of these items at the different
stages are given below in proper units. ‘ '

Items .
1 2 3 4 5 6 7
‘| Processng | Cuttingf: 5 7 -~ 3 - 4 6 7 12
fme  [Searing|: 2 6 7 5 9 5 . 8

(i) Find an order i in which these items are to be processed through these stages so as to

minimize the total processing time. :
(i) Suppose as third stage of production is added viz. pressmg and packmg w1th process-
ing time for these items as follows: ‘

Ttems 1 2 3 4 5 6 7

| Times forpressing 10 12 11 1312 10 11,
and packing |

Find an order in which these seven items are to be processed so as to minimize the

" time taken to process all the items through all the three stages.
Solution : Let the cuttmg and searing machine be denoted by A and B respectlvely Alsolet
A, & B, be the processmg txme of the i th job on machine A and B respectxvely, where, i =
1,2,......7.

(i) The minimum proc'essing time in the given table is 2 which is B (i' e., processing time of
item 1 on machme B). There fore we shall process the item 1 in the last and list the elements

as follows-

1

After assinging item 1, we are left with 6 intems with their processing time as follows :

~ Ttems
. {Machines -2 3. '4& 5 6 7
A : 7 3 4 & 1 12
B | : 6 7 59 5 8
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Minimum tiemin this table is 3 which is A, (i.e. processmg time of item 3 on machine
A). Therefore we shall process the item 3 at first and list the elements as follows

13 N BB

Now the problem reduces to a problem of precessing 5 Jobs on two machmes with -
the processing time as given in the following table :

Items . :

Machines | 2 4 5 6 7°
A 7T 5 6 7 12
B |+ 6 5 9 5 .8

Here the minimum processing time is 4, which is A, (e processing time ofitem 4 on -
machine A), Therefore, the item 4 should be processed just after the first item to be pro-
cessed, i.e., ltem 3. The items are thus listed as below : ‘

34 | 1

Proceeding in this way, we get the optimal sequence as

Now the idle time of the machines can be calculated from the folloWiﬁg table:

Machine" A | - Machine B
Items in out Idletime B <% out | Idletime
3 | 0 3 o | 3 [ 1w | 3
4 | 3 7 0 10 |15 o

5 7 13 0 15 | 24 0
70 13 25 0 25 33 1
2 25 | 32 0 33 39 0

6 32 39 0 39 4 0
1 9. .| 4 2 4 | 461 o
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So, the idle times of machine A& B are 2 & 4 units resj)ectively.
(ii) Now we denote the pressing and packing machine by C. Also the processing times of the .
items on this machine be denoted by C,, i = 1,2,......,7. Thus we have to process 7 items
through three machines in the order A,B,C, with the processing times as follows

:  Items
Machines ! 2 3 4 5 6 -7
A 5 7 3 4 6 1 12
B 2 -6 -7 5 9 5 8
c : 10 2 1 13 12 10 11
Here, Mlin A =3 ‘
Max B, =9

*. The condmon Mm Cz2 Max B, is satisfied here ‘Thus we consxder two fictitious

‘machmes G and Hand the processing time on these two fictitious machmes are ngen by G
=A;+B,and H =B, + C, as follows : ‘

_ Items . 4
‘Machines | = 1 2 -3 4 5 6 7
G: 7 3 10 9 15 122
H: 2 1818 18 -217 1519

Then proceeding as (i) we get the optimal sequence as

1141316121517

We can calcﬁlaté the idle times of the machines from the following table.. B

| Machine | A Machine | B Machine cC
“ltéms| in | out| Idletime | in | out |Idletime |In | Out | Idletime
11015 0 s |17 | s |7 |17 | 1
4| s|9] o |9 |14 2 |17 ]3 | o
3912 o |14f2 0 {30 | a1 | o
6 1121191 o {2112 0 lar | 51 0
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19 | 26 0 126132 | 0 Is1 | 63 0

2
51261321 o0 |[32]4 0 (6 |75 | o
7|32 |4 2 |42 3+34,——-37 75 | 8 | 0

So the idle txmes of machine A, B and C are 42, 44 and 7 units respectively. -

It should also be noted that the mtreoductlo of anew machme can change the opnmal
sequence of processing the jobs, as in this case. '
8. Processing 2 Jobs Through m Machines :

Let us consider the situatio, when — ,

(i) There are m machines, denoted by A, A,......... YA S

(i) There are only two jobs, i.e., job 1 and job 2

(iii) The order of processing each of the two Jobs through m machmes is known in
advance, but such ordering may not be same for both the jobs,
(iv) The exact or expected processin times T/'s,i=12; j=1 B OO are known.

The problem is to minimize the total elapsed tlme T. | ‘
8.1. Graphlca method : In the two job m-machme problem, the graphlcal method is
suitable to find a good sulutio. This method i is quite simple to apply, but the only problem is
that ithis method dies not always yeild an optimal sequence. o |

| In the following example, graphica method is illustreted throughly.
8 1.1 Use the graphical method to minimize the time needed to process the followmg jobs
on the machines shown below. Also find the total time needed to complet_e both the jobs.

Sequence of machiness A B C D E F

Job 1 . : .
Time ;8 10 2 6 12 10
Sequence of machines: B A C F D E

Job 2

Time : 12 6 4 8 6 10

Solutin : We draw the graph of the problem in the follwing manner :
1. We draw horizontal and vertical lines OX and OY representmg the processmg time of
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jon 1 and job 2 respectively. :

2. Then we mark the processing times of the Jobs on the machines in the ngen order as
shown in the txgure -
Machine A takes 8 units of time for job 1 and 6 units of time for job 2. We consturct

the rectagle PQRS for the mechine A. Similarly, for other machines- B C,D,E, and F, we
contruct the rectagles as shown in the figure.

3. Now starting from the starting point O, we move on domg jObS avoiding the shaded
rectagular blocks unitl the finish pomt is reached Here, itis 1mportant to note that we
shall try to move as much as |
possible along a line inclined ; '
at an angle 45°with the hori- 4 @
zontal. Whenever movement
along this line is not possible
we shall move only horizon- 1
tally ansd vertically (as
needed). '
The best path is shown this

ﬁgure by thick lines with arrows.

It is clear from the graph that

K<——B—-—-N4-A~|Mcwr——>ﬂ-n+!<—£——h

» X

lSzo

we have processed
. .q-m\—-);q—-.a—-—-w vq'w-ohd-—s

Job 1 before Job 2 on
machine A’
‘Job 2 before Job I on machine B
Job 2 before Job 1 on machine C
Job 1 before Job 2 on machine D
Job-1 before Job 2 on machine E
Job 2 before Job 1 on machine F.
Total elapsed time = Processing time of Job 1+ idle time of Job 1

=48 Units + 4 Units
, =52 Units

—-—>~+—- F—N’
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- = Processing time of Job 2 + Idle time of Job 2

=46 Units + 6 Units
=52 Units.
9. Processing n Jobs Through m Machmes .
~ Let each of the n jobs be processed through m machmes say A, Ay e o AN
the orderA A, .......A and T, denote the time taken by the i th machine to complete the j the

_job. Inthe followmg, we descnbe a step-by-step procedure to obtam an optimal sequence
Step-1 : Find the values of - (i) MinT,, (ii) Min Tm,l '

(iii) Max{(z,,T, o Ty} JOF F=1,2,000m
Step-2 : Then check whether - |
B Min(T, )2 Min(7,) fori=2, 3,‘ am-1 or

(i) Afn(rm.)zn@(r,j) for i=2, 3,.7.,7m-1 or

If either of these two inequalities does not hold, then this method fails to work. Other
wise, go to next step. ’ : B : |

Step - 3 : Convert the m - machine probiem into2 - machme problem by mtroducmg.
two fictitions machines G and H, so that the processzng txme of the. _1 th job on these
machines are given by ‘ |

-l ‘ n; : .
7;3 =ZTi‘j M 7;’::227:} forj=]s 29“.," .

i=]

Step -4 : Now obtain the optional sequénce of prdcessing n jobs on these two ma-
chines by the algorithem given in section 6.1. This will also be the optxmal sequence for
processing n jobs through the m machines A Ay, A

m
m-i

Step - 5 : If in addition to the condmons gwen in Step 2, it is seen that 2,7,

. im2

- constant forall j = 1, 2,...,nthenit sufﬁces to f'md the optional sequence for proc_:essmg
The n jobs through the only two machines A and A_inthe order A, A; by using the optional
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sequence algorithm.

It should be noted that this procedure for sequencmg n JObS through m machines is
not a general procedure. It is applicable to only those problems for which Step - 2 is
satisfied. ‘ '
9.1 [Ilustrative Examples.

‘ 9 1.1: There are four jobs, each of which has to go through the machines M;, j = 1,2, «........
, 6.in the order MM, ......... M, Processmg times (in hours) of the jobs are given below
- M; Mz Ms : : M4 ‘ ‘Ms M(. A
Job '
A | 18 8 7 2 10° 25
| B 17 6 9 6 - 8 19
. C 1m0 S 8 5 7 A 15
D 20 4 3 4 8 12

Determine the sequence of these four jobs that minimizes the total elapsed time.

Find also the minimum time. . N
Solution Here, MinT;, =11, MaxT,, =8, MaxT,,
. i i ¢

Max T,; =6, MaxT,; =10, MinT, =12
S J i
The conditions MinT,; > Max {T;T 0, T, Ty and

MnT,, >Mrc{ ooy Taps T, T35 both are satisfied. Thercforc we can cons:der two
4

factitions machines. G and H with the processing times of the jobs on these two machines

arc givenby—
s ¢
Jobs To=27, Ty=21,
A a5 52 .
B 46 48
c 3% 4
D % - 31
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Minimum entry in this table is 31 which is T,,, (i.e., the processing time of job D on
machine H). Therefore, the job D will be processed at last and we place D at the last place in
- the sequence as follows :

D

After assigning job ‘D’, we are left with 3 jobs with their processing time as follows :

Jobs  MachineG MachineH
A 45 52
B 6 48
c 3 40

| Now, minimum time in this table is 36 which is T, which is th eprocessing times of
job ‘C’ on machine G. Therefore we shall do the job ‘C’ at f' rst and make the firest eantry in
the sequence as ‘C’ and proceeding in this way, we get the optimal sequenceas C A B
D, which is also the obtimal sequence of processing the job in the original problem.
Minimum elapsed time and idle time of the machines are obtamed from the following table :

MachineM, | MachineM, | MachineM, | MachineM, | MachineM,| MachineM,
Iob {In [Out]ldle{In {Out| Idle |{In |Out| Idle!In | Outl Idle Out| Idle |In Put Idle
L. _ltime| | |time time time | time » time |
clojnjojujfwe| n i ul116|nnlu %] B®|%6|57] %
Alu|®f o (o3| B|7|4] 38lals] 5 6| 10[%]|8]5
BID| 4| 0fs|2] 9 |2]6| 8 a|e] 15 10 [8[100] 0

D{46]6| 46|60 | WD B |99 B| 77 635 77| 85 | 227] 00] 12| 0

AIR[WY| F

The minimum total elapsed time is 112 hrs. and the idle times for machines M, M,
....... M are 46 hrs., 89 hrs., 85 hrs., 95 hrs., 79 hrs. and 41 hrs. réspedtively, out of which
46 hrs., 42 hrs., 39 hs., 35 hrs. and 27 hrs. will be the idle times of the machines M,, M,,,
1y M Tespectively, after the completion of the last job.

9.1.2 Solve the followmg sequencing problem gmng an optlmal squtxon when passmg is
not allowed,
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Jols : - :
Machines A B c D_

M 11 13 9 16 | .17
M 4 3 5 2 6
M -6 7 5 8 4
M, 15 8 13 9 11

Solution : In this eXample, Mjh]}, =9, MinT,, #&A{in {1,,,T,,} =8, |
The c‘on,ditions MnT,, Z'A&sz {7; 1,13 j}and |
MinT,, 2 Max (T, ,T,,) both are satisfied -

Also,T +T = 10 for all j = 1,2,3,4,5.
) ‘ So the given problem can be reduced to an optxmal sequence problem mvolvmg five
n jobs and two machines M, and M, in the order M, M whxch means that the machines M2
= cand M have no effects on the optlmahty of the sequence. C
Usmg the opnmal sequence algorithm ngen in sectlon 6.1, we obtam the optxmal
'”Sequence ‘C—> A—-»> E-»>D-B |

Now the total elapsed time can be calculated as follows

' : Machines :
- Job. — — S
» M, M, M; . - M
cC | 0-9 9- 14 14-19 | 19-32 .|
A 920 20224 | 24-30 | 32-47 _
E 20 - 37 37-43 | 43-47 47 -58
D | 37-53 | 53-55 | 55-63 | 63-72 |
‘B | 53-66 66 — 69 - 69-76- | 76-84

This shows that the total elapsed txme is 84 Umts

10 Summary : _
In this module we have dxscussed the problem of sequencmg aseriesof jobsona

finite member of- machines. An algorxthm to find and an optimal sequence of jobs on two

machmes is developed mmally Then with the help of this algorithm, opttmal sequmcmg
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algorithm for processing n jobs through three machines, andn jobs through M machines are
developed. The graphical method to obtain an order of two jobs which are to be processed
on different machines. Illustrative examples are provided to elaborate each of the methods.

11. Exercise, .
(1) Find the sequence that mxmmxzes the total elapsed time requxred to complete the

followmgtasks s | |
Tasks A B € D E F G H 1T
Timeofmachine-I : 2 § -4 9 6 8 7 5 4
Time of machine - II "t 6 8 7 4 3 9 3 8 1

(i) There are sir jObS each of which must go ﬁrst over machme 1 and then over
machine 2. The order of completion of the jobs has no 31gn1ﬁcance The followmg table

gives the machine times in hours for six jobs and two machines :

“Job No.  : 1 2 3 4 5 6
Machine -1 : 5 9 4 7 8 6.

_ Machine-t . :* 7 4 .8 3 9 5
Fmd the sequence of the jobs that minimizes the total elapsed tlme to comnlete the.

jobs. Find the minimum total elapsed time by using Gantt Chart.
(iii) We have find jobs each of which must go through two machmes A and B'in the:

‘order AB. Processmg times are given in the followmg table

Job No. 1 2 3 4 5
“Machine-A . 100 2 18 6 20
Machine-B : 4 12 14 .16 8

Determine a seqiiencelfor l:he" five jobs that will minimize the total elapsed time find
also the idle times of the machines. | |
' (iv) Find the sequence that mmlmlzes the total elapsed time to complete the followmg

jobs : N
_ ProceSsing times in hours
No.ofJob : 1 2 3 4 5 6
Machine-A 4 8 3 6 7 5
| Machine-B s 6 3 7 2 8 4
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(v) Find the sequence that minimizes the total elapsed time (in hours) required to
complete the folloing jobs on two machines M, and M, in the order MM, '
-8 - |

E

Job : A B . C D

™, 5 1 9 3 10
Y 2 6 1 8 4

{_Job : 2 B ¢ D EF 1
M, : 30 120 50 20 90 110 |

| M, : 80 100 9% 60 30 10

| - (vi) Find the sequence that minimized the total elapsed t}me: (mhours)to bbmpléte
the following jobs on three machines M1, M2 and M3 in the order M1 M2 M3,
3 , | Rt e

Job .
M1 A B C D E
M, 3 8 7 5 2
M2 . 3 4 2 1 5-
M, 5 8 10 7 6
. b)
- Job : o
Machines A B cC D E
M, : 5 7 6 9 5.
M, 2 1. 4 5 3
M, ) : 3 7 5 6 7

(vii) Find the sequence that minimizes the total elapsed time required to complete the
following tasks : a '

. Tasks A B C D E F G
Time on machine - I 3 8 7 4 9 8 7
Time on machine = II 4 3 2 5 1 4 3
Time on machine - II1 6 7 5 11 5 6 12

(viii) Find the sequéqce that minimizes the total elapsed time required to complete the
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following tasks. Each job is processed in the order ACB.

Job |
Machine 1 2 3 4 5 6 7
Machine -A 12 6 5 11 5 7 6
Machine-B 7 8 9 7 8 3
Machine-C 3 4 I 5 2 3 4

(ix) Use graphical method to minimize the time needed to process the following jobs
on the machines shown below i i.e., for cach machme find the job which should be done first.
Also calculate the total time needed to complete both the jobs.

Machmes
Job - | Sequence A B C D E
Time 3 4 2 6 2
Job -2 Sequence B C A D E
Time 5 4 3 2 6

A T YT

(x) A machine shop has four machines A,B,C,D. Two | jobs must be processed
through each of these machines. The time (in hour) taken on each of the machines and the
necessary sequence of jobs through the shop are given below : ‘

, Machines. .
Job - 1 Sequence | : A B C D
' | Time : 2 4 5 1
Job-2 Scquence | : B C A D
T'me o 6 . 4 2 3

(xi) Two _yobs are to be processed on four machmes a,b,candd. The technologxcal
order for these jobs on machines as follows:

~Jobl :~a—»b 5c—>d
Job2 -d>b »a-—>¢

Processing times are given in the following table :
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Jobl | 4 6 . 7 3
Job 2 4 7 5§ 8

Find the optional sequence of jobs on each of the machines, by .Graphical.' fnethod.

* (xii) The following table gives the processing times of 10 items on 2 machines A and

" B.Eachi item has to be processed first on machine A and then on machine B. Use J obnson’s

algorlthm (opt;mal sequencing algorithm) to prepare a processmg schedu le which takes the
beast processing time. Find this time also ‘ ‘

Item 1 2 3 4 5 6 7 8 9 .10

- Machine A 3 2 13 10 5 6 2 15 10 .7
(Processing time) | ,
MachineB. : 5 8 5 12 11 10 13 7 5 12
(Deannccing Frma) : :
w Luvvaolub i1 uh}

(xiti) Writc short notes on —
a) Waiting time of a job
b) Corhpietion time of a job
¢) No passing rule.
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~ 117.8. Module Summary
- 117.9. Self Assessment Questions-
117.10. References.

117.1. Introduction |

In this module, we shall discuss the problem of replacement. The problem of replacement is felt when the job
performmg units such as men, machines, equipments, etc. become less eﬁ“ectwe or useless dueto exther sudden or
gradual deterioration in their efficiency, failure or breakdown However such replaccments would increase the
need of capital cost for new ones.

~ Inthis chapter we shall discuss three types of replacement situations :
() Items which do not give any indication of deterioration with time but fail all of a sudden and become
completely useless such as light bulbs and tubes, radio and television pém etc.
() Items whose efficiency deteriorates with age due to constant use such as vehicles, tyres, machines efc.
(i) The exiéting working staff in an organisation gradually reduces due to retirément, death and other

reasons.

© 117.2. Objectives

Go through this module you will learn the following:
*  Different types of failure

*  Replacement policies

*  Mortality theorem

*  Individual replacement

*  Groupreplacement

*  Staffing problem

* Equipment renewal problem

117.3. Key-words
Replacement, individual policy, group replacement policy, other réplacement policy.
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117.4.1 Failure Mechanism of Items
There are two types of failure.
®  Gradual failure and
@  Sudden failure.

117.4.1 Gradual failure
Gradual failure i Is progressive in nature. As the life of an item increases, its operatxonal efficiency decreases
Hingin | | , .
() increased ﬁlaintenance and operating costs.
(i) decrease inits productmty

(fii}) decrease intheresale or salvage value

117.4.2 Sudden failure _ _ '
As the name suggest this type of failure occurs suddenly. The period of giving desired service is not constant.
lt may follow some frequency distributién which may be progressive, retrogressive or random in nature.
@  Progressive failure : If the probability of failure of an item increases mththe increase in its life then such
failure is called progressive failure. For example, light bulbs and tubes fail progressively.
@ Retrogressive failure : If the probability of fallure in the beginning of the life of an item is more but as
time passes the chances of'its failure beeome less, then such failure is called retrogressive failure.
(i) Random failure : In this type of failure, the constant probability of failure is associated w:th items that

fail from random causes such as physical shocks, not related to age.
117.5 Replacement of Items Deteriorates with Time

When operational efficiency of an item deteriorates with time, it is economical to replace the same with a new
one. In this section, we shall discuss various techniques for making comparisons under different conditions.
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117.5.1 Replacement policy for items when money value remains constant.
The cost of maintenance of a machine is given as a function increasing with time and its scrap value is
constant. '
(a) Iftimeis measured continuously, then the average annual cost will be minimized by replacing the -
machine when the average cost to data becomes equal to the current maintenance cost.
(b) Iftime is measured in discrete units, then the average annual cost will be minimized by replacing the

machine when the next periods maintenance cost becomes greater than the current average cost.

Proof. The aim here is to determine the optimal replacement age of an equipment whose running cost
increases with time and the value of money remains constant during that period. Let,
C=Capital (or purchase) cost of new equipment.
S'= Scrap (or salvage) value of the equipment at the end of t years.
R(H= funning cost of equipment for the year ¢

n=replacement age of the equipment.

(a) When time ¢’ is a constant variable :
Ifthe equipment is used to # years, then the total cost incurred over this period is given by

TC =Capital (or purchase) cost— Scrap value at the end of ¢ years + Running cost for ¢ years
=C-S+[ R()ar |
Therefore the average cost per unit time incurred over the period of nyears is :
ATC, =1{c-s+j"x(z)dz}
n 0

To obtain optimal value of n for which AT€ is minimum, differentiate ATC, with respect to nand set the first
derivative equal to zero. That is, for minimum of 47C,
R(n) "1

d 1 "
—{4TC,}=——{C-s}+— —?jo R(t)dr=0

or, R(n)=-:;{C—S+I:R(t)dt},n %0
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o,  R(n)=ATC,
'Hence the following replacement policy can be derived with the help of above equation.

(b) Whentime ‘¢ is a discrete variable : |
The average cost incurred over the period n is given by

ATC, = {c S+2R(t} i, (1)

=0
fC-Sand E R(t) are assumed to be monotonically decreasing and increasing respectively, then there will

emstavalue of nfor emstmg value of n for WthhATC is minimum, Thus we shall have inequalities
ATC, > ATC, < ATC,,
o, ATC, - ATC,>0
and ATC,, - ATC,>0
Rewriting equation (1) for period 2+ 1, we get

——1—-1-{0 S+2R(: +R(n+l)}

=0

) n {C—S+§R(')}+R(n+1)

n+l n . on+l
- arc, + ROEHD,
n+l n+l
: ‘ A(n+1 '
Therefore, ATC,,,— ATC, =—— ATC, JAlnrD) ATC,
n+l n+l w
_ROD | e [—-—--1)
n+l n+l
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_ R(n+1) _ATC,
n+l n+l
Since ATC,,, - ATC, > 0, we get
R(n+1) ATC, S
n+l n+1
oL R(n+1)-ATC, >0
o, R{n+1)>A4TC,
Similarly, ATC,_, — ATC, > 0, impliesthat R(n+1) < ATC,_,. Thisprovesthe following replacement policy.

0

Example 117.1: A firm is considering replacement of a machine, whose cost price is Rs. 12,200, and the
scrap value, Rs. 200, The running costs are found from experience to be as follows:
 Year: 1 23 s s 6 1 8
Runningcost (Rs) 200 500 = 800 1200 1800 2500 3200 4000

when should the machine be replaced?

=12,200. In order to determine the optimal time » when the machine should be replaced, first we calcﬁlatc an

average cost per year during the life of the machine as shown in the table.

Year of Service RunningCost ~ Cumulative ~ Depreciation Cost. Total Cost Average Cost
n ®s) running Cost (Rs.) (Rs) Rs.)
‘ (Rs)) S
Rmy . Y R(n) Cc-$ TC ATC,
(1) @ 3) @ G)=3+4)  ©=(5)1)
1 200 200 12,000 12,200 12,000
2 500 700 12,000 12,500 6,350
3 800 1,500 12,000 13,500 4,500
4 1,200 2,700 12,000 - 14,700 3,675
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Year of Service Rumingcost ~ Cumuldive  DepreciationCost  Total Cost  Average Cost
‘ n (Rs) running Cost Rs) Rs. (Rs.)
. XR() |

R(n) (Rs.) c-§ . 1C ATC,

(1 @ 3) @ GrFE*H4  (6)(V()
5 1,800 4,500 12,000 - 16,500 3,300
6 2,500 7,000 12,000 19,000 1,167
7 3,200 10,200 12,000 22,200 3,171
8 4,000 14,200 12,000 26,200 3,275

Fromthe téble, it may be noted that the average cost per year, ATC is minimum in the sixth year (Rs. 3,167).

Alsothe avéragg cost in seventh year (Rs. 3,171) is more than cost in the sixty year. Hence the machine should be

replaced after six years.

Example 117.2 The data collected in running a machine, the cost of which is Rs. 60,000 are given below:

Year i 2 3 4 s
Resale value (Rs.) - 42,000 30,000 20,400 14,400 9,650
Cost of spares (Rs.) 4,000 4,270 4,880 5,700 6,800
Cost of labour (Rs.) 14,000 16,000 - 18,000 21,000 25,000

Determine the optimum period for replacement of the machine.

Solution. The costs of spares and labour together determine running cost. Thus the running costs and the

resale price of the machine in successive years are as follows:

Year 1 - 2 3 4 5
ResaleValue(Rs) 42,000 30,000 20,400 14,400 9,650
RumningCost(Rs) 18,000 20270 22,880 26,700 31,800
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The calculations of average running cost per year during the life of the machine are shown in the following

table.

Year of Running Cumulative Resale value  Depreciation Total Average
Servicet . Cost running Cost (Rs.) Cost Cost Cost
n (Rs.) (Rs)) S (Rs.) (Rs.) (Rs.)
R(m) X R(n) | . C-§ C ATC,

(1) @) 3 . 4  (OF60,0004) (6)=C)HS) (D=6M(D)

1 18,000 18,000 - 42,000 18,000 36,000  36,000.00

2 20,270 38,270 30,000 30,000 68,270 34,135.00

3 22,880 61,150 20,400 39,600 1,00,750 33,583.00

4 26,700 87,850 14400 45600 133450 3336250

5 31,800 119,650 9,650 50,350 1,70,000 34,000.00

The calculations in the table show that the average cost is lowest during the fourth year, Hence the machine
should be replaced after every fourth year. Otherwise the average cost per year for running the machine would start

increasing.

117.5.2. Replacement policy for equipments when value of money changes with constant rate during the
period |
Value of money criteria

If the effect of the time value of the money isto be considered, then replecemént decision analysis must be
based upon arrequivalent annual cost, for example, if the interest rate on Rs. 100 is 10% per year, then value of Rs. -
100 to be spent after one year will be Rs. 110. This is also called value of money. Also, the value of money that
decreases with constant rate is known as its depriciation ratio or discounted factor. The discounted value is the
amount of money required at the time of the policy decision to build up funds at compound interest large enough to

pay the required costw hen due.Forexam pl. if the interestrate on R 5,100 is7 percent per year the present value
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100 Y
d"(100+r)

where dis called the discount rate or depreciation value. After haying the idea of discounted cost of objective

should be to determine the critical age at which an item should be replaced so that the sum of all discount costs is

minimum,

Exainple 117.3. Apipeline is due for repairs. It will cost Rs. 10,000 and lasts for three years. Alternately, a new
- pipeline can be laid down at a cost of Rs. 30,000 and lasts for 10 years. Assuming cost of capital to be 10% and

| ignoring salvage value, which altemative should be chosén?

Solution : Consider the two types of pipelines for infinite replacement cyéles of ten years for the new pipeline,and
three years for the existing pipeline. A
Since the discount rate of money per year is 18%, three the present worth of the money to be spent overa

period of one year is

100+10 11
Let D, denote the discounted value of all future costs associated witha poiicy of replacing the equipment
after nyears. Then we shall have
D, =c+exd +exd®” +...

¢
1-4d"

=c(l+d"+d” +..)=

where c is the initial cost.

Now, substituting the values of ¢, d’s and » for two types of pipelines, we get

10,000
———__ = R5.4021, forexistingpipeline.
1-(0.9091)° Or CXISHE Pipeine

30,000 -
=————— = R5.48,820, fornew pipeline.
*1-(0.9091)" ¥

33
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Since the value of D; < D,, the existing pipeline should be continued.

Alternatively, the comparison may be made over 3x10=30 years.

Present worth factor criteria v
In this case the optimal value of replacement age of an eqﬁipment can be determined under two different
situations: | a
@ Therunning cost ofan equipment which deteriorates over a period of time increases monotonically and the
value of the money decreases with a constant rate. If 7 is the interest rate then |
Pwf=(1+r)"
is called the g-resent worth factor (Pwf) or present value of one rupee spent in » years from time now
onwards. But; if n= 1 the Pwfis given by ‘ ’ '
d=({1+r)," "
where dis called the discount rate or depreciation value.
() Themoney to be spent is taken on loan for a certain period at a given rate under the condition of repayment
The replacement of items on the basis of present worth factor (Pw/) includes the present worth of all future

- expenditure and revenues for each replacement alternatives. An item for which present worth factor is less is

preferred. Let
C = purchases cost of an item
R =annual running cost
n=life of the item inyears _
S=scrap (or salvage) value of the item at the end of its life.
~ r=annual interest rate. _ , |
Then the present worth of the total ICOstduring nyearsis given by
Total cbst = C + R (Pwf for r% interest rate for n yedrs) »
~ S (Pwffor r% interest rate for years). |
| _Ifthe running cost of the itém is different inits diﬁ'erent operational life, then the prwént worth of the total cost
during n years given by |
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Total cost = C + R (Pwffor r% interest rate for / year)
~S (Pwffor r% interest rate for i years)

wherei=1,2,..,n

Example 117.4. A person s considering to purchase a machine for his our factory. Relevant data about alternative

machine are as follows:

MachineA  Machine B Machine C
Present investement (Rs.) 10,000 12,000 15,000
Total annual cost (Rs.) 2,000 1,500 1,200
Life (years) 10 10 10
Salvage value (Rs.) 500 1,000 1,200

As an advisor to the byér, you have been asked to select the best machine, considering 12% normal rate of
return.

You are given that

() Single payment present worth factor (Pwf) at 12% interest for 10 years = 0.322

(i) Annual series present worth factor (Pw/) at 12% interest for 10 years = 5.650

Solution : The present value of total cost of each of the three machines for a period of ten years is given in the

following table. A
Machine Present Present value of Present value of Net Cost (Rs.)
investment total annual cost salvage value
) ) 3 “) =134
A .10,000 2000x5.65=11,300 500x0.322=161.00 - 21,139.00
B 12,000 - 1500x5.65=8,475 1000x0.322=322.00 20,153.00
C 15,000 1200x5.65=6,780 1200x0.322=386.00 21,393.60

Table shows that the present value of total cost for machine B is the least and hence machine B should be

purchased.
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117.6. Replacement of Items that Fail Completely

Itisa very difficult task to predict that a particular equipment will fail at a particular time. This uncertainty can
be avoided by deriving the probability distribution of failures. Here it is assumed that the failures occur only at the
end of the period, say . Thus, the objective becomes to find the value of f which minimizes the total cost involved

for the replacement.

Mortality Tables
These tables are used to derive the probability distributioh of life span of an equipment in question. Let,
M (1) =number of surviviors at any time ¢
M ((t—1) = number of survivors at any time ¢~ 1
N=initial number of equipments.
Then the probability of failure during time period ¢ is given by
)= M(t—l)—-M(x).
N
The probability of survival to an age ¢ is given by

5 )=21)

P(

Mortality theorem. A Large population is subject to a given mortality law for a very long period of time. All
deaths are immediately replaced by births and there are no other entries or exits. Show that the age distribution
ultimately becomes stable and that the number of deaths per unit time becomes constant and is equal to the size of
the total population divided by the mean age of death.
Proof. Without any loss of generality, it is assumed that death (or failure) occurs just before the age of (k+1)

years, where k is an integer. That is, life span of an item lies between#=0and t=#. Letus define

£()=number of births (replacements) at time , and "

p (x) = probability of death (failure) just before the age (x+1), i.e., failﬁrg attimex,
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and iﬂﬂﬂ~

x=(

If/(t-x) represents the number of births occur at time 1 —x; £ =k, k+ 1, k+2, ..., then the age of newly

bormns attain age x at time # as shown in the following figure.

0 -

i
Time f—x

Age

"Hence the expected number of deaths of such newly bomns before reaching the time £+ 1 (i.., at time £) will

: k
be expected number of death = Y, P(¥) f (t - x),

x=0

t=kk+1, ..
Since all deaths (failure) at time ¢ are replaced immediately by births (replacements) at time 1+1, expected

number of births are :

p(x)f{t=x)t=kk+1,..

\TFv

Nl

flx+1)=

4

~ The solution to the equation (1) in / can be obtained by pﬁtting the value f(x)= Aa', where 4 is some

M
il
(=4

constant. The equation (1), becomes

Aa™ - Aﬁ;} p(x)a'™ 2)
Dividing both sides of kZ) by Ao, weget 4_ |
oM= iﬂp(x)a"“ = a"iop(x)a'"
=a'[p(0)+ p(1)a' + p(2)a+...]
................... 3)

o, a*'-[p(0)a*+p()a* +..+ p(k)]=0.
Equation (3) is of degree (k +1) and will therefore have exactly (£ + 1) roots. Let us denote the roots of

equation 3) by ¢, 2,..., ;.
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Forthe =1, fhs of (3) is

1“{19 0)+p + -]-p(w}:l zw:p(x :0=?‘h$’.

xud

Hence one root of (3) is @ = 1. Let us denote this root by o, The general solution of (3) 1 wﬂl thcn be of the
 form
f(!) Aoafa + A+t Ao
=A,,+Aczl + A0+t Ay : SO £ )
where A,.4,, 4,,..., 4, are constants whose values are to be calculated,

Singe one of theroot of (3), &, =1 is positve, then by Descarte’srule of si sign all otherroots will beueganve
and their absolute valug is less than unity, i.e. lo:,.l <1,i=1,2,..% It follows that the value of these roots tend to
268085 £ — oo, Withthe result, (4) becomes f (¢} 4,. This indicates that the number of deaths (as well as births)
becomes constant at any time.

Now, the problem is to determine the value of the constant A, For this we can proceed as follows. Let us
define )

g(x)=Probability of survivor for more than x years.

= | — prob. (survior wil! die before attaining theage x)
=1-{p@+p)+.+tpx=-1)}
QObviously, it can be assumed thatg (0)= 1
Since the number of births as well as deaths have become constant equaltod, cxpected number of survivors

ofagexisgivenby 4 - g(x).
. As deaths are immediately replaced by births and therefore size N of the populations remains constant. That

is,

‘N= Aozg(x of A= | s (5)
Zg(x)

The denominator in (5) represents the average age at death, Hence

N
Average age at death

°=
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117.6.1. Individual replacement policy

Under thié policy, an item (or equipment) is replaced just after its failure in the given system. This ensures
smooth running of the system. | ‘
117.6.2. Group replacement policy .

Sometimes just after the complete break down of a system, the immediate replacement of the item(s) may
not be available. This may result in heavy losses. In such circumstances a group replacement policy can be adopted.
t Inder-this policy items are replaced (7) individually as and when they fail during a specified time period, (i) in
groups at the end of some suitable time period without waiting for their failure, with the provision thatif any items
then fails before the time specified, it may be replaced individually. Here, we have to see two thiﬁg‘s namely :
(9 rateofindividual replacement during the specified time period.

(i) total cost incurred for individual as well as group replacement during the speciﬁed time.

Obviously, the decision-maker will call a time period opfimal for which total cost incurred is minimum. In
order to calculate this optimal time peridd for replacement he/she has to keep the record of (7) probability of failure,
(i) loss incurred due to these failures, (iif) cost of individual replacement, and (#v) cost of group replacement.

Note : The group replacement policy is suitable for a large number of identical low cost items which are
likely to fail with age and it is difficult as well as not justified to keep the record of their individual ages. |

The rate of replacement and total cost involved in the group replacement and total cost involved in the group

veplacement is based on the following theorem.

Theorem 117.1 (Group replacement policy)

(a) Group replacemeht should be made at the end of the period ¢, if the cost of individual replacements for the
period # is greater than the average cost per period through the end of period 1.

(b) Groupreplacementis not advisable at the end of period tif the cost of individual replacement at the end of
period (¢—1) is less than the average cost per period through the end of period £,
Proof. Let us consider the following notations : ‘_ ’
n=total number of items in the system.

F (f)=number of items failing during time ¢
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C (¢) =total cost of group replacement until the end of period ¢
C,=unitcostof replacementinagroup

C, = unitcost of individual replacement after time 1 failure
L=maximum life of any item

p () =probability of failure of any item at age .

Rate of Replacement of Time : The number of failures at any time ¢ is

-1

np(t)+ Y, PR F(t—x)4 < L |
F(t) le ‘ . . ] . .
2 p(x esL. e 6

xm]

Cost of Replacement of time £ : The cost of group replacement after time period # is given by

. -1
c(t)=nC, +C221F(x). . : P I )

[

In equatzon (2) nC, is the cost of replacing the items as a group and C, Z F(x), isthe cost of replacing thg

individual failures at the end of each of (t-l ) periods before group is again replaced.
The average cost per unit period is then given by

) _nc G+ -
c)_nG C ZF(") S | semmssornes (3)

t x=i
For opﬁmd replacement period #, the value of average cost per unit period by (3) should be minimum. The

condition for minimum of C(#)/tis
A {C (f)} <O<A {C (f)}
t-1 t ]
) C(t
Now, for A {—f—) > 0} » we have

\ {c(r)}=C(t+l)_C(‘)>o,

t t+1 t

Directorate of Distance Education 355



ons Re h
FABIONS KESCAVCHL o..ovvovvriniensiviininiinneinietiosiessesisisssassesaesassansessssssssssssssntesssrevansssessnsssssessnsonsrossssssssssrseeaes

From (3), we get

‘C‘w'i@:"q(: 1 t) a5 F [?Tl'%}ciy)-

t+1 t xe=]

- ={-nC, - CZEF x)+tCF () [t(t+1
1 e

x»]

o c(t+1) C(r)

—4>0, nece that
11 itis ssary

1-1
tC, F(1)>nC +C, Y F(x)

x=]

. 1-1 ’
o, C,F(t)> [nC+C22F ]/ | L s @

x=1

e c@-1) c(t : '
* Similarly, for A{ t()}= f-l )_ t()>0’ the following condition can be derived

CF(t-1)< {"Cn +Cz§F (x)} /(f-l); | | meenrssions (3)

x=l

meauaﬁtics (4) and (5) describe the necessary condtion for optimal group replacement. In {4), the expression
3 \ 7 - I oY [ Ny \'n o

[nC +cz'§fp(x)] / B

x=1
represent the average cost per period if all items are replaced at the end of period £. Where as expressmn C ,HF()
, represents the cost for the /th period if group replacement is not made at the end of period 1.

Example 117.5.
(a) Attimezero,allitems in a system are new. Each item has a probability p of fa:lmg immediately before the end
of the first month of life, and a probability g = 1- ¢ of f‘ailing immediately before the end of the second month
(i.e., all items fail by the end of the second month). If all items are replaced as they fail, then show that the
| expected number of failures /(x) at the end of month x is given by

x+1
f(x) 1+q[ (~4) ]
where Nis the number of items in the system.,
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(b) Ifthe costperitem of individual replacement ¢ , and the cost per item of group replacement ¢,, find the
conditions under which (/) a group xeplaceineﬁt policy at the end of each month is the most profitable; (i) no
group replacement policy is better that ofa pure' iﬁdividual replacement. | |
Solution : (a) Let NV, be the expected number of items to fail at the end of the ith month. Then
N

0

= number of items in the system in the beginning (=N)

N, =expected number of failures at the end of the first month.

=N p=N(1-g),since p=1-g. |

| N, =expected number of failures at the end of the seqond month
=Nyg+N,p=Ng+N(l-q)
=Ng+N(1-¢) = N(l—q+q2).

N, =expected numﬁer of failures at the end of the third nionth
=Nog+ Ng+N,p=N(1-g)g+N(1-g+4')(1-q)
=N(l-q+¢*-¢°)

and so on. In general
N, = N{l-—'q+q2 ~q3 +...+(-—q)k}. '

Therefore,

Ny =N g+Nep .
:.-n{l--q+qz +...+(—q)""}q+N{1—-q+q2 +...+(~q)"}x(léq)

= N{l—q+q2 +...+(-—q)””}.
By mathematical induction, the expected number of items to fail, {x), at the end of month x is then given by

f(x)= N{l—-q_—rq2 +..,+(-q)’}

1+4qg

Directorate of Distance Education ’ ' 357



) jons R h...
JPEFATIONS RESCAYC c...c..vvveisvsiion v enaaa e sna st asbesi b as s st b b s bt a1 e b asbatseseessee st eeessenssenenensssseresenes

(b) The value of f{x) at the end of month x will vary for different values of (--q)’r+1 and it will reach in steady state

as x — oo, Hence in the steady state the expected number of failures becomes

lim £ (x) = lim—— fi-(-a5}

X X—yoo l + q

| =ri%,q<l and(-q)’“'-—>0asx-—->oo

where (1+¢) represents the mean age at failure and is given by p+2g = (1-g)+2g=1+q4.
‘Since c, is the cost of replacement per item individually, the average cost per month for an individual
replacement policy will be »
N

l—:q; -y
@ Tﬁe average cost for group replacement policy at the end of every month is given by-

Ne,+ Npc, = Ne,+ N{1-g)c,. |

A group replacement policy at the end of each month is the most profitable, when

2

Ne, ’
Ne,+Npe, <—=2, or, ¢, <
1+g l+g

G

l1+q
or, >3 6.

Then individual replacement policy is always better than any group replacement policy.
Example 117.6. A computer contains 10,000 resistors. When any resistor fails, it is replaced. The cost of replacing

aresistor individual is Rs. 1 only. If all the resistors are replaced at the same time, the cost per resistor would be
reduced to 35 paise. The percentage of surviving resistors say s(r) at the end of month # and p(f) the probability of

failure during the month tare :
t : 0 1 - 2 3 4 5 6
s S 100 97 %0 70 30 15 0
p(® : - 0.03 0.07 0.20 0.40 0.15 0.15

what is the optimal replacement plan?
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Solution : Let N be the number of resistors replaced at the end of the ith month. Then different values of ¥, canbe
calculated as follows
N, =number of resistors in the beginning = 10,000

N, =number ofresistors bemg replaced by the end of ﬁrst month
= N,p, =10,000x0.03 =300

N, =number of resistors being repléced by the end of second month
= N,p, + N,p, =10,000x 0.07 +300x 0.03 = 709.

N, =Np+Np,+N,p
=10,000x0.20+ 300 % 0.07 + 709 x 0.03 = 2042

N, =Nyp,+Np,+N,p,+Nyp,
-1000OXO40+300x020+709x007+2042><O03
=4171.

N, =Nops+Np,+N,p;+Nyp, + N, p,

=10,000x%0. 15 +300x 0.40+ 709 X 0. 20+2042><0 07+4171x0.03 = 2030.
N, = WPs+ Nips+ N,p + N,p, +N,p, + Nyp, '
-,=10,000x0.15+300%0.15+709%x0.40+ 2042 x0.20

- +4171x0.07 +2030x0.03 = 2590. . ;
From the values of N,(i=0,1,2,...,6) so calculated, it can be seen tha the expected number of resistor

failing each month increases upto fourth month and then starts decreasing and later increases in the sixth month.
Thus N, will oscilate till the system acquires éteady_ state. The expected life of each resistor is given by

6
Expectedlife = Y’ x,p(x,)

i=l
=1x0.03+2%0.07 +30.20 + 4 X0.40 +5x0.15+6x0.15 = 4.02 months.
Average number of failures per month is

N 10,000
Meanage  4.02

Hence the total cost of individual replacement at the cost of Re 1 per resistor will be Rs. 2488x1=Rs. 2848.

= 2487.5 = 2488 resistors.
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The cost of replacement of all the reistors at the same time can be calculated as follows:

End of month Total cost of group replacement (Rs.) Average cost per month (Rs.)
1. 300x1+10,000x0.35 = 3,800 3800.00
2 (300+709)x1+10,000%0.35 = 4,509 2254.50
3. | (300+709+2042)x1+10,000x0.35=6,551 2183.66
4 (300+709+2042+4171)+10,000x0.35=10,722 2680.50
5 (300+709+2042+4171+2030)x1+10,000%0.35 ~ 2550.40
= 12,752
6. " (300+709+2042+4171+2030+2590)x1+10,000x0.35 2557.00
= 15,442 '

Since the average cost per month of Rs. 2183.66 is obtained in the third month, it is optimal to have a group

replacement after every third month.

Example 117.7. The following mortality rates have been observed for a certain type of fuse :
. Week | ;1 2 3 4 5

% failing by the end of week : 5 15 35 57 100

There are 100 fusesin use and it costs Rs. 5 to replace an individual fuse. If all fuses were replaced simultaneously
it would cost Rs. 1.25 per fuse. It is proposed to replace all fuses at fixed intervals of time, whether or not they have
burnt out, and to continue replacing burnt out fuses as they fail. At what intervals the group replacement should be
made? Also, prove that this optimal policy is superior to the straight forward policy of replacing each fuse only
. whenitfails. | |

Solution, Let p, be the probability that a fuse which Was new when placed in position for use, fails during the
ith week ofits life. Then the following probability distribution is obtained assuming to replace burnt out fuses as and
when they fails. '

. Solution, Let p, be the probability that a fuse which was new when placed in position for use fails during the

ithweek of its life. Then the following probability distribution is obtained assuming to replace burnt out fuses as and

when they fail.
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Week B 2 3 4 s

Probability 5/100 - (15-5)/100  (35-15)/100 (75-35)/100 (100-75)/100
of failure : " =0.05 =0.10 =0.20 =0.40 =025
Furthermore, assume that

() fuses that fail during a week are replaced just before the end of the week, and |
i) the actual percentage of failures during a week for a sub-pupulation of fuses with the same age is the
same as the expected percentage of failures dﬁring the week for that sub-populations.
Let N, be number of replacements made at the end of the ith week, when all N;=1000 fuses are new intitially.
Thus expected number of failures at different weeks can be calculated as shown in the following table.

End of week Expected number of failures (Replacements)
.  N=Np=100x0.05 =500
2 N,= Np,+N p,=1000x0.10+50x0.05=102 ‘
3. ' N= Np N p,+N,p =1000x0.02+50x0.10+102x0.05=210
4 N=Np+Np+Np+Np,.

"= 100x0.4+50x0.2+102x0.10+210x0.05=430
3. N= Np+Np INptNp+Np,
= 1000x0.25+50%0.40+120x0.20+210x0.10 43OX0.05_=‘33 3

From this téble, we observed that the expected number of fuses failing each week increases till the fourth
week and then start decreasing. Thus the value of N will oscillate till the system acquires a stéady state in which the
proportion of bulbs failing each month s reciprocal of their average life. The expected life of a fuse can be calculated
as follows: ' ' |

Expected life=1xp, +2xp,+3 Xp3+4Xp4-+5 X p, |

=1x0.05+2x 0.1+3 x 0.2+4 x 0.4+5 x 0.25
= 3.70 weeks |
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Expected number of failures.during a week in steady state condition becomes 1000/3.70=270 fuses.
Under individual replacement policy the cost of replacement only on failure is
expected number of failures X cost per fuse . ' |
=270 X 5=Rs. 1350 |
Under the group replacement policy along with individual replacement, the cost of replacement is show in the

following table:
End of week Cost of individual Total cost of replacement Average cost
replacement Indi\}idual-t-Group per week
1 - 50x5=250 50x5+1000x1:25=1500 1500
2 102x5=510 © 102x5+1250=1700 880
3 210x5=1050 210x5+1250=2300 766.66

The above table shows that the cost of individual replacement in the third week (Rs. 1050) is more than the
.average cost for two weeks. Hence, it is economical to replace all the fuses after every two weeks, otherwise the

average cost will start ihcreasing. :

117.7. Other Replacement Problems
117.7.1 Staffing Problem

So far we have discussed replacement problems which are not related with human beings working in an
organization. The principles of repfacement may be applied to formulate some useful recruitment and promotion
policies for the staff working in the organization. |

For this we assume that life distribution for the service of staff in the organization is already known.
Example 11 78 An airline réquires 200 assistant hostesses, 300 hostesses, and 50 supervisors. Women are
recuited at the age of 21, and if still in service retire at 60. Given the following life table, determine

() Howmany women should be recruited in each year?

' (ii)‘ Atwhat age.'should promotion take place?
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Airline Hostesses’ Life Record

Age o2 2 23 24 25 26 27 28 29 30
No.inService 1000 600 430 384 307 261 228 206 190 181"
Age » 31 32 33 34 35 36 37 33 39 40 -
No.inService 173 167 161 155 150 146 141 136 131 125
Age 41 42 43 44 45 46 47 48 49 50
No.ofService ~ 119 113 106 99 93 8 8 73 66 59
Age 51 52 53 54 55 56 57 58 59
No.inService ~ 53 46 39 33 27 22 18 14 1

Solution. If 1000 women had been recuited each year for the past 39 years, then the total number of them
recruited at the age of 21 and those serving upto the age of 59 is 6480. Total number of women recruited in the

airline are 200+300+50=550.
M Number of women to be recrui@éd every year in order to maintain a strength of 550 hqstessés

=550x(1000/6480) = 85 approx.

(i) Ifthe assistant hostesses are promoted at the age of x, then uptc age (x—1), 200 assistant hostesses will be
required. Among 550 women, 200 are assistant hostesses. Therefore, out of a strength of 1000 there will be
200x(1000/550)=364 assistant hostesses. But, from the life table given in the question, this number is available

upto the age of 24 years. Thus, the promotion of assistant hostesses is due in the 25th year.
Since out of 550 recruitments only 300 hostesses are needed, if 1000 girls are recruited, then only 1000x(300/
550)=545 (approx.) will be hostesses.

Hence total number of hostesses and assistant hostesses in a recruitment of 100 will be 545+364=909. This
means, only 1000-909=91 supervisors are required. But, from life table this number is available upto the age of 46

years. Thus promotion of hostesses to supervisors will be due in 47th year.
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117.7.2. Equipment Renewal Problem _ ;
The term renewal here refers to either replacing old equipmnent by new or to repairing it so that the probability
density function of its future life time is equivalent to that of a new piece of equipment, The future life time ofthe

equipment is considered to be a random variable,

The probability that an equipment will need a renewal in the interval ¢ to ¢ +dl is called the renewal rate at

time ¢, provided itisin running order at age ¢. It is given by r () df (also called renewal density function).

Example 117.9. A certain piece of equipment is extremely difficult to adjust. During a period when no édjustment :
is made, the running cost increases linearly with time, at arate of & rupees per hour. The ninning cost immediately
after an adjustment is not known precisely until the adjustment has been made. Before the adjustement, the resulting
running cost x is deemed to be a random variable x with density function fx). If each adj ustment costs krupees,

when should the replacement be made?

Solution: The running cost Rs. x is a random variable with density function f{x). Suppose that the maximum of x

be X.

(HZ>Xand (i) Z> X.
Case I. Z> X. Let Rs. x be the running cost at time £ = 0.

If adjustment is made after time ¢, then the running cost at time # will be Rs. (x+b¢), because running cost

increases at the rate of Rs. b per hour. Obviously,
Z=x+btor t:Z—;'F-.

If ¢(Z) is the total cost incurred between the period of one adjustment to another adjustment, then

¢(Z) = Cost of one adjustment + total running cost from =0 to ¢ = (Z -x)/b

C=k+ J‘o{z‘xw (x+bt)dt

(Z-x)/b
_ (x+bt)2 _ 1/, o\
...k-{ > -k+2b(Z X )
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c(Z)= kb AL
't Z-x 2

Since the running cost x is random variable with density function therefore expecfed cost per hour is given by

E{c(Z)}=L”[Zk Z”]f( ).

. Thevalue of £{c(Z)} will be minimum for some value of Z, for which .

;Z{ Z)} 0 and d‘gz{ E(c(2))}>o.
v 21 e

Now,
) j;%(f; z ;”) ()
It

LY LA CI NP [ [ f (e =1.]
2 (z-x) L2 J

Therefore, the average cost per hour is given by average cost poer hour =

-

For E{c(Z)} tovbeminimum, we must have :;iz-[E{c( } =0, which gives ——kb_[ -——---)-cbc 0

—x)

ie. J“ f(x)2 de = I .
*(Z-x) 2kb
Hence the value of Z can be determined from the above equation.

Case IL Z<X Inthis case, it can be shown that the minimum of Z can not occur and therefore, its optimal

value can only be determined in Case I.
117.8. Medule Summary

In this module, we have discussed about different kinds of failure, replacement of items when deteriorates

with time in case of constant money value and variable money value. We also discussed about the replacement of
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itemns that fail completely based on individual replacement policy and group répla‘cement policy. Staffing problem
and equipment renewal problem are also discussed here. Several examples are given in different types of problems.

117.9. Self Assessment Questions

1.
2.

366

What is replacement? Describe some important replacement situations.

Describe the problem of repiacement ofi items whose maintainance cost increase with time. Assume that the

 value of mMOney remains constant,

Machine 4 costs Rs. 45,000 and operating costs are estimated at Rs. 1000 for the first year, increasing by
Rs. 10,000 per year in the second and subsequent years. Machine B costs Rs. 50,000 and operating costs
are Rs. 2,000 for the first year, increasing by Rs. 4,000 in the second and subsequent years. If we now have

. amachine of type 4, shoufd we replace it with B? If so when? Assume that both machines have no resale

value and future costs are not discounted.
The data on the running costs per year and resale price of equipment 4 whose pmchase priceisRs. 2,00,000

are as follows:

Year 1 2 3 4 5 6 7
Running Cost (Rs.) ; | 30,600 38,000 46,006 | 58,000 72,000 90,060 '1,10,000
Resale value (Rs.),-: 1,00,000 50,000 25,000 12,000 8,000 8,060 8,000

(®  Whatis the optimum period of replacement?
@) WhatequipmentA istwo yearsold, equipment Bwhich isanew model for the same usage is-available.
~ The optimum period for replacement is 4 years with an average cost of Rs. 72,000.60. Should equipment
A changed with equipment B? If so, when? | | |
The cost of a machine is Rs. 6,100 and its scrap value is Rs. 100. The maintenance costs found from .

experience are as follows:

Year i 2 3 4 5 6 7 8
Maintenance cost (Rs.): 100 250 400 600 90 1200 1600 2000
Whe should the machine be replaced? - |
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Assume that present value of one rupee to be spent in a year’s time is Rs. 0.9 and C =Rs. 3,000, capital cost
of equipment and the running cost are given in the following table.
Year -1 2 3 4 5 6 7
Running Cost (Rs.) : 500 600 800 100 1300 1600 2000
When should the machine be replaced?

State some of the simple replacement policies and give the average cost functions for the same explaing your
notations. _
The cost of maintenance of a machine is given as a function that the average annual cost will be minimized by
replacing the machine when the average cost to date becomes equal to the current maintenance cost.
Explain how the theory of replacement is used in the following problems:
(i)  Replacement of items whose maintenance cost varies with time.
(i) Replacemnt ofitems that fail completely.
The following failure rates have been observed for a certain type of light bulbs:

Year 1 2 3 4 5 6 - 7 | 8

Prob. of failure to date : 0.05 0.13 0.25 0.43 0.68 10.88 096  1.00

' The cost of replacing an individual bulb is Rs. 2.25, the decision is made to replace all bulbs simultaneously

at fixed intervals, and also to replace individual bulbs as they fail in service. If the cost of group replacement
is 60 paise per bulb and the total number of bulbs is 1000, what is the best interval between group replacements?
The following mortality rates have been observed fora speciai type of light bulbs :

Month 1 2 3 4 5

Percent failingat theend ofmonth: 10 25 50 80 100

Ir: 2n individual unit there are 1000 special type of bulbs in use, and it costs Rs. 10 to replace in individual
bulb which has burﬁt out. If all bulbs were replaced simultaneously it would cost Rs. 2.50 per bulb. It is
proposed to replace all bulbs at fixed intervals, whether or not they have burnt out, and to continue replacing
burnt out bulbs as they fail. At what intervals of time should the manager replace all the bulbs?

A computer has 20,000 resistors. When any resistor failé, itis replaced. The cost of replacing a resister

individually is Re 1. If all the resistors are replaced at the same time the cost per resistor is reduced to Re
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0.40. The percent surviving at the end of month ¢, and the Iﬁrobability of failure during the month / are given
below: | .
Year o 0 1 2 3 4 -5 6

; Pementswvi\}ingat

the end of ¢ 100 96 90 65 35 20 0
~ Prob. of failure during | | |

 themonth¢ - 004 006 025 030 015 020

- What s the optimum replacement plan?

13.

14.

Calculate the probability of a staff resignation in éach year from the following survival table,

Year 0 1 2 3 4 5 6 7 - 8 9 10
No.of original staff o

inserviceattheend 1000 940 820 580 400 260 190 130 70 30 0

of year ,

Anairline, whose staff are subject to the same survival rates as in the previous problem, currently has a staff
whose agés are distributed in the following table. It is estimated that for the next two years staff requirements

- will increse by 10% per year. If women are to be recruited at the age of 21, how many should be recruited

for the next year and at what age will promotions take place? How many should be recruited for the following

year and at what age will promotions take place?

- Assistant
Age: 21 2 23 4 2
Number: 90 50 30 20 10. (Total 200)

 Hostesses _ _ A
Age:. | , 26 27 28 29 30 31 32 33 34
Number: : - 40 35 35 30 28 26 20 18 16
Age: 35036 37 38 39 40 .4l
Number : f 12 10 8 - 8 6 (Total 300)

368

Directorate of Distance Fducation



--------------------------------------------------

Supervisors

Age: 2 43 4 45 46 . 4T. 4B
Number: s 4 s 3 3 3 6
Age: 51 52 53 sS4 S5 56 57
Number: 4 3 5 . 3 2

14. Suppose the life X of elect:ic light bulbs follows the gamma distn'bﬁtion

r'(p)

p(xS X <x+dx)= e xP\dx,a> 0,0 < x < oo,

" Determine the renewal rate for one point at the end of time period (0, £).
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Module Structure':
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118.3 Key words

118.4 When to use simulation.

118.5 What is simulation?

118.6 Types of simulation.

118.7  Advantages of the simulation technique.
118.8 Limitations of the simulation technique.
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118.11.2  Generation of random numbers
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118.14 . Simulation of quening problems

118.15  Role of computers in simulation.

118.15.1 General purpose programming languages.
118.15.2  Special purpose simulation languages.
11816  Module summary '

118.17  Selfassessment questions

"118.18 References

118.1 Introduction ,

Simulation is a method of solving decision making problems by desiring, constructing or manupuléﬁng a
model of a real system. It is defined to be the action of performing experiment on a model of a given system. It
‘ duplicates the essence of a system or activity without actually obtaining the reality. »

Simulation involves the construction of symbolic model that describes the systems operation in terms of
individual events and components dividing the system into smaller components and combining them in their logical
order, analyses the effect of their interactions on one another studing the various alternatives with respect to the

performance of the model and choosing the best one.

Simulation must be treated as a statistical experiment unlike the mathematical models where the output of
the model represents a long run steady state behaviour. A simulation experiment differs from regular laboratory
experiment in the sense that it can be conducted totally on the computer by expressing the interaction among the

components of the system as mathematical relationship.

118.2. Objectives
Go through this module, you will leam
* The definition of simulation.
*  Typesofsimulation
* Merits and demerits of simulation
- *  Applicationof simulation
* Generation of random numbers
*  Monte Carlo method of simulation

* Problems on simulation
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118.3 Key words
* Simulation, Stochastic simulation, Random numbers, Monte Carlo method.

{18.4. When to use simulation : _
Techniques like linear programming, dynamic programming, queuing theory, network models, etc. are not
sufficient to tackle all the important managerial problems requiring data analysis, East technique has its own limitations.
Linear programniing models assume that the data do not alter over the planning horizon. It is one time
-~ Jecision process and assumes average values for the decision variables. Ifthe planning horizon is long, the multxpenod
linear programming model may deal with the yearly average data, but will not take into account the variations over
the months and weeks with the results that month to month and week to week operations are left 1mpl|c1t.
' Dynamic programming models can be used to tackle very simple situations involving only a few variables.
If the number of state variables is a bit larger, the computation task becomes quite complex and involved.
n general the simulation technique is a dependable tool in situations where mathematicsl analysis is either

100 complex or too costly.

118.5 What is sxmulatlon"

Simulation isan lmrm tation of rcamy In the laboratories a number of experlments are performed on
simulated models to determine the behaviour of the real system in true environments. A simple illustration is the
testing of an aircraft mode in a wind tunnel from which we determine the performance of the actual aircraft under
-eal operating conditions. Planetarium represents 2 beautiful simulation of the planet system.

{18.6. 'I&pes of simulation
Simulation is mainly of two types :
)  Analogue (orenvironmental) simulation. The simple examples cited in section 118.5 are of simulating
the reality in physical form, which we may refer as analogue (or environmental) simulation.

(i) Corriputer (or system) simulation. For the complex and intricate problems of managerial decision
making, the analogue simulation may nc;t be applicable. A mathematical model is formulated for
which a computer programme is developed, and then the problem is solved by using high speed
electronic computer. Such system of simulation is called a computer simulation or system simulation.
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118.7. Advantages of the simulation technique

1.

This approach is suitable to analyse large and complex real life problems which cannot be solved
by usual quantitative methods. S
Simulation eliminates the need of costly tnal and error methods of irying out the new concept on real
methods and equipment.

Simulation has the advantage of being relatively free from mathematics and can be easily understood
by the operating personnel. s

Simulation models are compartively flexible and can be modified to accommodate the changing

environments of the real situation.

Computer simulation can compress the performance of a system over several years and involving

large calculations into a few minutes.
The simulation technique is easier to use than mathematical model and is quite superior to the

mathematical analysis.

118.8 Limitations of the simulation technique

1.

It is the trial and error approach that produce different solutions in repeated runs. Thatis, it does

.
not generate optimal solutions to problem.

The simulation model does not produce solution by itself. The user has to provide all the constraints

for the solutions which he wants to examine.
Sometimes simulation models are expensive and take a long time to develop it.

Each application of simulation is adhoc to a great extent.

118.9 Applications of simulation

1.

Jirectorate of Distance Education

In the field of basic sciences, it has been used to evaluate the area under a curve, to.estimate the
value of 7, in matrix inversion and study of particle diffusion.

In industrial problems including the design of queuing systems, inventory control, communication
networks, chemical processes, nuclear reactors and scheduiing of production processes.

In business and économic problems, including customer behaviour, price determination, economic
forecasting and capital budgeting. ,

In social problems, including population growth, effect of environment on health and group behaviour.
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5. In biomedical systems, including fluid balance, distribution of electrolyte in human body and brain
activities.
6.  Inthedesign of weapon systems, war strategies tactics.

118.10 Steps of simulation process

Stepl :  Identify the problem

step2 :  (a)ldentifythe decision variables

» (b) Decide the performance criterion and decision rules.

step3 :  Construct anumerical model so that it can be analysed on the computer.

Step 4 Validate the model to ensure whether it is truely respresenting the system being analysed and the
results will be reliable,

StepS :  Designthe experiments to the conducted with the simulation model.

ve

Step6 :  Runthesumulation model on the computerto get the results.
~Step7 :  Examine the results in terms of problem solution as well as their reliability and correctness.

118.11 Stochastic simulation and random numbers
When a system contains certain decision variables that can be represented by a probability distribution,
the simulation model used to study this type of system is called the stochastic simulation.

Stochastic simulation models use random numbers to generate in certain events.

118.11.1 Monte Carlo simulation

The Monte Carlo method of simulation was developed by the two mathematicians John Von Neumann
nd Stainslaw Ulam, during World War II to study how far neutrons would travel through different matenals The
rechnique provided an approximate but quite workable solution to the problem.

The steps involved in carrying out Monte Carlo simulation are :

1. Select the objective function of the problem. It is either to be maximized o minimized.

2. Identify the variables that effect the measure of effectiveness significantly.

3. Determine the cilmulative probability distribution of each variable selected in step 2. Plot these -

distributions with values of the variables along X-axis and cumulative probability values along the Y-

axis.
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Identify the problem

A 4

Identify decision variables, performance crtierion and
. decisionrules

<<
-

Y
Construct simulation model

[ *

Validate the model

| Modify the model
v . by changing the
Design the experiments ‘ inputdata

Is simulation process completed

l Yes

Examine the results and select the best course of action

Y
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4.  Getasetof random numbers. -
Consider each random number asadecimal value of the cumulative probability distribution. Each
cumulative distribution plot along the Y-axxs Project this point horizontally till it meets the distribution
curve. Then project the point of intersection drawn on the X-axis. .

6.  Record the value generated in step 5. Substitute in the formula chosen for measure of effectiveness
and find its simulated value. o '

7.  Repeatsteps 5 and 6 until sample is large enough to the satisfaction of the decision maker.

118.11.2 Generation of random numbers v ,

The random numbers are generated by a random process and these numbers are the values of a random
variable. Several methods are available to generate random numbers. Practically, these methods do not geherate
ideal random numbers, because these methods follow some algorithms. So the available methods generate pseudo
random numbers. ' . -

- The conﬁnonlyused simplest method to generate random numbsers is the power residue method. A sequence
ofnonnegative integers x , x,, ... is generated from the following relation
‘ x =(ax ) (mod m)

n+1

where x, is a starting value ca ed, a and m are two positive integers (a<m). The expression (ax }(mod

m) gives the remainder when ax, is divided by m. The possible values of x,.are0,1,2, ..., m-1,ie. the number
of different random numbers is m. The period of random number depends on the values of g, x, and m. Appropriate

A4 s
€4 UiC S€

choice of g, x and m gives a long period random numbers.

Suppose the computer which will generate the random numbers have a word length of b bits, Let m=
211, a=anodd integer of the from 8k+3 and closed to 2%, x,= an odd integer between 0 and m. Now ax,
is a 2b bits integer. The least 4 significant bits form the random numbers x,. The process is repeated for a desired
aumber oftimes. -

For g 32-bit computer,

m=2"~1=2147483647,a = 2'° + 3 = 65539,x, =1267835015,(0 < x, < m).

To obtain the random numbers between [0, 1], all numbers are divided by m —1. These numbers are
wniformly distributed over [0,1]. The function RANDO1() generate a random number between 0 and 1. The
.ollowing program will generate 50 random numbers between 0 and 1.
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C  FUNCTION TO GENERATE RANDOM NUMBERS BETWEEN 0 AND 1
FUNCTION RANDOI()
INTEGER *4A, X0
REALM
- PARAMETER (M =2147483647.0)
DATA A, X0/65539, 1267835015/
XO =IABS (A* X0)
RANDO! = X0/M
RETURN
END |
MAIN PROGRAM TO GENERATE 50 RANDOM NUMBERS
C  BETWEENOANDI
DIMENSION X (50)
WRITE (*, *) 50 RANDOM NUMBERS BETWEEN 0 AND 1’
DO31=1,50 |
3 X(I)=RANDO1( )

WRITE (*,4) (X(J), 3=1,50)

4  FORMAT(IX, 10(F6.4, 1X))
-~ END

@]

118.12 Applications
118.12.1 Evaluation of = by Monte Carlo method. Let x*+)”=1 be the equation of a circle whose centre at (0,
0) and radius 1. An approximate area of the circle can be found by counting the random points ina square of side
1 unit into which a circle of radius 1 is inscribed. Consider the first quadrant of the circle, _ |
Now génerate a pair of random numbers x and y between 0 and 1. If these random numbers satisfying the
_inequation x* + y? <1 lie within the first quadrant of the circle. The area of the square is 1 and that of the circle in
firstquadrant is 77/4. Now generate a large number of random pairs and count the number of points within the first
quadrant of the circle. If , be the number of points within the first quadrant of the circle and 7 be the total number

. - N
of points generated then the regired value of 7 is ;’-
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The following program computes the value of 7 using Monte Carlo method.

C

11

S22

EVALUATION OF PIBY MONTE CARLO METHOD
PRINT *, ‘ENTER NUMBER OF POINTS TO BE GENERATED’

 READ*N

N1 =0,
DOI1I=1,N -
X =RANDOI( )
Y =RANDOI( )
IF(X*X+Y*Y LE. 1.)NI=N1+1
CONTINUE
PI=4.0 * REAL (N1)/N
WRITE (*,22) N, PI ,
FORMAT (1X, ‘N=", 15, 1H, 2X, ‘VALUE OF PI1S:’, F9.5)
END . o
FUNCTION TO GENERATE RANDOM NUMBER BETWEEN 0 AND |
FUNCTION RANDOI1( )
INTEGER * 4 A, X0
REALM
M =2147483647.0
DATAA, X0/65539, 1267835015/

" XO0=IABS (A*X0)

RANDOI =X0/M
RETURN
END

118.12.2 Simulation of coin tossing
By generating the random numbers between 0 and 1, the probability of getting ‘head’ or “tail’ ina single

toss can be determined. Suppose 0 and 1 represent respectively the head and tail.

Generate a large number of random numbers, say », and count the occurence of 0, letitbe n,, then the

378
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bability of occurence of head in a single trial is % and similarly the probability of tail is z :’n’ - The following

ram finds the probability of occurence of head'in a single trial.

e

c

g

SIMULATION OF COIN TOSSING, 0 AND 1 RESPECTIVELY
REPRESENT HEAD AND TAIL.

INTEGERRANDON

READ * N

N1=0

DO21=1,N

M = RANDON(2)

IF (MOD (M, 2). EQ.0) N1=N1+1

- CONTINUE

P=REAL(NIYN
WRITE (*,9) NI, N, P
FORMAT (1X, ‘FAVOURABLE POINTS=", I5, 1X, ‘TOTAL

DATNITC..? I& IV (DDRANAN

IT T'rv_._?* T'7
FUIN1O=,13, 2A, FRUDADILIL 1=

,F7.4)
END

FUNCTION TO GENERATE ARANDOM NUMBER BETWEEN 0 AND N
INTEGER FUNCTION RANDON (N)

REALM

INTEGER *4 A, X0

M = 2147483647.0

DATAA, X0/65539, 1267835015/

X0=IABS (A* X0)

RANDON = N* (X0/M)

RETURN

END
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_ 118.13 Simulation of Inventory Problems
Example 118.13.1 Using random numbers to stimulate a sample; find the probability that a p’acket» of 6 products
does not contain any defective product, when the production line produces 10% defective products. Compare the
answer with the expected probability.

Solution: Given that 10% of the total production is defective and 90% is non-defective. If we have 100
random numbers (0 to 99), then 90 of them (or 90%) represent non-defective products and remén‘hing 10 of them
~ (or 10%) represent defective products. Thus, the random numbers 00 to 89 are assigned to variables mprmtm
non-defective products and 90 to 100 are assigned to variables representing defective products

If we choose a set of 2-digit random numbers in the range 00 to 99 to represent a packet of 6 products as -
shown below, then we would expect that 90% of the time they would fall inthe range 00t0 89.

Sample number ‘ Random Number

A 86 02 22 57 51 68

39 T 32 77 09 79
C 28 06 - 24 25 93 22
D 97 66 63 99 -6l 80
E 69 30 16 09 05 53
F 33 63 99 19 87 26
G 87 14 77 43 96 43
H 9% ~ 3 9. .6 28 - 5
I 93 86 52 7 65 15
J 18 46 23 34 25 85

Here it may be noted that out of ten simulated samples 6 contams one or more defectives and 4 contain no
defectives. Thus the expected percentage of non-defective products is 40%. However, theoretically the probabxhty
that a packet of 6 products containing no defective product is (0.9)°=0.53144 = 53.14%.

Example 118.,13.2. A bakery keeps stock of a popular brand of cake. Previous experience shows the
daily demand pattern for the item with associated probabilities, as given below:
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ily denrand .0 o 20 30 40 - 50

{nmber) . : : _
Probability o 001 0.02 015  0.50 0.12 - 002

use the following Sequencc of random numbers to simulate the demand for next 10 days.
Randomnumbers 25, 39, 65, 76, 12, 05, 73, 89, 19.49. '
Also estimate the daily average demand for the cakes.

Solution : Using the daily demand distribulion, we obtain a probability as shown in the table

Daily Demand Probability ' Cumulative Random number

probability - ~interval

0 ' 0.01 0.01 00

10 ©0.02 001 +0.20=0.21 01 -20

20 , 0.15 021 +0.15=0.36 21 -35

0 7 .50 0.36+ 0,30 =086 36 -85

40 012 A 0.864 0.12=0.98 86-97

5G B ¢ X v 0.984 002 = 1.G0 98 - 99

Conduct the simulation experiment for demand by taking a sample of 10random numbers, which represent
the sequence ot 10 samples. Each random sample number here is a sariple of demard.

The simutation caleulations for a period of 10 days are given inthe following table.

Days Random number Demand :

] 40 ’ 30 © because 0.36<0.40<0.85
2 19 ’ 10 because 0.01<0.19<0.02
3 87 40 ' and so on,

4 83 ‘ 30

5 73 30

6 84 30

7 29 20

8 09 10

9 02 10

10 20 10

Total =220

Expected demand = 220710 = 22 units per day.
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118.14 Simulation of Queuing Problems
Example 118.14.1 A firm has a single channel service station with the following arrival and service time probability .

distributions:

Inter-arrival time Probability Service time Probability
- (Minutes) ‘ (Minutes)
' 10 0.10 5 0.08
15 0.25 10 . 0.14
20 0.30 15 0.18
25 0.25 | 20 0.24
30 . 0l0 25 022
30 , 0.14

The customer’s arrival at the service station is a random phenomenon and the time between the arrival
varies from 10 minutes to 30 minutes. The service time varies from 5 fninutes to 30 minutes. The queuing process
begins at 10A.M. and proceeds for nearly 8 hours. An arrival goes fo the service facility immediately, if it is free.
Otherwise it will wait in a queue. The queue discipline is first come-first-served. Ifthe attendant’s wages areRs. 10
per hour and the customer’s waiting time costs Rs. 15 per hour, then would it be an economical proposition to
engage a second atendant? Answer using Monte Carlo simulation technique.

Solution : The cumulative probability distributions and random number interval both for inter-arrival time and ;

service time are shown in the following table 1 and table 2.

Table -1 .
Inter-arrival time Probability Cumulative Random number
{Minutes) ’ probability interval
10 0.10 ' 0.10 00--09
15 0.25 035 - 10-34
20 | 0.30 065 35— 64
25 0.25 090 65 -89
30 | 0.10 1.00 © 90-99
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Table -2
Inter-arrival time Probability Cumulative Random number .
~ (Minutes) probability : interval
5 0.08 - 0.08 ' 00-07
10 0.14 0.22 08 -21
15 : 0.18 0.40 22 -39
20 024 0.64 40-63
25 ‘ 0.22 - 0.86 64 - 85
30 A 0.14 1.00 " 86-99

The simulation work sheet developed to the given problem is shown in Table 3.

, Table -3
Armrival Random  Arrival Arrival Service Waiting Random  Service Exist  Timein
number  number  Interval time time time number time time  system
1) @ 3 (@ (Sbegin (6 () Bend (9 (10:EHE)
1 20 15 15 15 0 26 15 30 15
2 73 25 40 40 0 43 20 60 20
3 30 15 55 60 5 98 30 90 35
4 99 30 -85 90 5 87 30 120 3§
5 66 25 110 120 10 58 20 140 30
6 83 - 25 135 140 5 90 30 170 35
7 32 15 150 170 20 84 25 195 45
8 75 25 175 195 20 60 20 215 40
9 04 10 185 215 30 08 10 225 40
10 15 15 200 225 25 50 20 245 45
11 29 15 215 245 30 37 15 260 45
12 62 20 235 260 25 42 20 280 45
13 37 20 255 280 25 28 15 295 40
14 68 25 280 295 15 84 25 320 40
15 94 30 310 320 10 65 25 345 35
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From the 15 samples of waiting time, 225 minutes and the time spent 545 minutes by the customer in the

system, we compute all évérage waiting time in the system and average service time as follows:

~ 225
Average waiting time = Ts = 15 minutes

S
Average service time = EVE 36.33 minutes

Thus the average cost of waiting and service per hour is given by )
- Cost of waiting = 15 X 0 Rs. 3.75

36.33
60 _
Since average cost of service per hour is more than the average cost of waiting per hour, therefore it would

=Rs. 6.05

. Cost of service = 10X

not be an economical proposition to engage a second attendant.

118.15 Role of Computers in Simulation

The role of computers in simulation is vital. They are used to generate random nurnbérs simulate the given
problem with varying values of variables in few mmutes and help the decision-maker to prepare reports which
enable him to make decisions qmckly

Computer languages available to help the simulation process can be divided into two categories:

118.15.1 General purpose programming languages
The general purpose programming languages includes FORTRAN, BASIC, COBOL, PL/1, C, Pascal,

+ ete.

To use these languages for simulation process an extensive programming experience is required.

118.15.2. Special purpose simulation languages
Special smmlatlon languages have few advantages such as :
()  Theyreduce programme preparation time and cost with features specially designed for simulation
model.
@i They have the capability to readily generate different types of random variates automatic generation -
of certain types of statistical table and various other features.
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(i) They require little orno 'prior programming knowledge for use.

118.16 Module Summary
In this module we have dxscussed what is simulation, when to use sirnulation, different types of snmulanon
Advantages and disadvantages of simulation techniques are also discussed. We have also discussed the Monte
Carlo simulation technique and generatlon of random numbers. We have solved problems of inventory and queuing

theory using simulation.

118,17 Selft assessment questlons

1.

N v R W

What is simulation? Describe its advantages in solvmg the problems Give its main limitations with
suitable examples

What is simulation? Describe simulation process. What are the reasons for using simulation.

What is the need of simulation?

Explain how do you apply Monte Carlo method for queuing problems.

Explain in brief the advantages.and disadvantages of Monte Carlo methods.

Explain the different mathematical steps ina Monte Carlo method.

Describea methbd for generation of random numbers. Generate 10 random numbers by using the
method suggested. , '

The management ofa bank is thinking of opening adnve in facility forits branch office maoommemal
area. The inter-arrial times of the customers at the branch are as follows: |

Inter-arrival time Probability
(minutoﬁ) - _
3 0.17
4 | 0.25
s 0.25
6 ' 0.20
7 0.13
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Itis planned to have one cashier who can serve the customers at the following rate :

Service time (minutes) Probability
| 3 0.10
4 0.30
5 0.40
6 0.15
7 0.05

Determine the number of spaces to be planned for the waiting cars. Simulate the operation of the facility
for arriving sample of 25 cars. If the location has space for not more than two waiting cars how many
customers would be turned away due to lack of space? What is the average waiting time of a customer? '
The demand for a particular item has the probability distribution shown below:

Daily demand (units): 4 5 6 7 8 9 10 n 12

Probability : 006 014 018 017 0.16 0.12 0.08 0.06 0.03
Ifthe lead time is S days, using simulation stu udy the implications of inventory policy of ordering 50 units

whenever the inventory at the end of the day is 40 units. Assume the initial stock level of 75 units and run
the simulation for 25 days.

Six truck loads of material are dehvered everyday at a factory at regular intervals of 45 minutes. The
truckscarry 2,4,2,4,3,3 tons of material respectwely Unloadmg has to be carried out by teams of two
men, each team capable of handhng 800kg/hr, upto a maximum of 6 items simultaneously. Assuming that
penalty for detaining a lorry for more than 45 minutes (including unloading time) is Rs. 10 per hour and the

- costof each labourer is Rs. 8 per day, determine the least costly number of teams.

The following table gives the arrival, pattern at a Coffee Counter for ‘one minute’ intervals. The service is
taken as 2 personin one ﬁinute in one counter.
No.of personsarriving : 0 1 2 3 4 5 "6 7
Probability percentage: 5 10 15 30 20 10 5 5
Using Monte Carlo simulation technique and the following random numbsers, generate the pattern of arrivals
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and queue formed when the following 20 random numbers are given :
5,25, 16, 80, 35, 48, 67", 79, 90, 92, 9, 14, 1, 55, 20, 71,-30, 42, 60 and 85.
-~ Find the queue length if two counters are used, i.¢., 4 persons in one minute.

118.18 References
1. $.D. Sharma, Operations Research, Kedar Nath Ram Nath & Co.

2. Prem Kumar Gupta and D.S. Hira, Operations Research, . Chand
3. JX.Sharma, Operations Research, Macmillan, ‘
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119.1. Introduction
- The word information is very common indaily life problems. Information transmission usually occurs through

_human voice (as in telephone, radio, television, etc.), books, newspapers, letters, etc. In all these cases a piece of
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informationis transmltted from one place to another. However, one might like to quantitatively assess the quantity -

of information contained in a piece of information. Some examples are listed below:

1.

Suppose we are listening to the local weathef forecast on the radio on first July and we hear the weather man,-
say, “Moonscon will come during this week”. Since it has probably not rained during first week bf July fora
decade or more, we would consider that such a statement by the weather man to be very reliable and we
heard him say, “Moonsoon will not come during this week” and we would consider that such a statement by
the weather man give us a very little information. Thus accordmg to our usual way of looking at information,

if something is very likely to occur, the statement that it will occur doe;s not glve much information. On the

 other hand, if something is unlikely to occur, the statement that itwill occur gives a good deal of information.

Suppose a man goes to a new community to rent a house and asks an unreliable agent. “Is this house cool in
the summer season?” If the agent answers, “yes”, the man has received very little information because more
than likely the agent would have answered, “yes” regardless of the faits. If on the other hand, the man has a
friend who lives in the neighbouring house, he can get more information by asking his friend the same question
because the answer will be more reliable.

In general, the amount of information in the message be measured by the extent of the change in probabxhty

produced by the message.

Inthis module, we introduce the basic idea about information theorem In the next module, we shall dxscuss

about the measurement technique of information using entropy.

119.2. Objectives

After completion of this module you will able to:

" ® Answerthe question “which is information?”

® Explain the communication system
e Explain different components of acommunication system
® Explain memoryless channel, channel matrix, probability relation in a channel, noiseless channels.

119.3. Key words

Information, information channel, Recewer Encoder, Decoder, Memoryless Channel, Channel matrix,

Noiseless Channels.
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1194. Communication Processes
The communication process may be defined as the procedure by which one mind affects the another. This
may be any means by which the information in carried from source to the receiver. ‘
The essential terms of a communication system is explain below.
(a) Source (or Transmitter):
It is the source of message (either person or machine) which produces the information to be communicated
or transmitted. | ‘
(b) Communication Channel ; It is the transmission network or media which carries the message from the
source to receiver, e.g., human voice, newspapers, books, etc. A Communication channel can be with
or without noise. |
" (¢) Receiver: Itis the destination to which the message is conveyed from source or transmitter through a
Communication channel. C
The above three essential parts of communication system are related to each other as shown

in Figure 119.1.

Channel ~{ Receiver

Y.

Source

A4

Figure 119.1 Components of a communication system.

Other parts of the communication system are as follows: A

(2) Encoder: Itisan equipment whichisused to improve the efficiency of the nanénﬁssion channel through
which a message is transmitted to thé receiver. .

(b) Noise: Itis the general term which creates interruptions or disturbances in the transmission of message
or information from transmitter or receiver. For example, noise or disturbance in radio or television
during the relay of a programme; error in newspaper printing, etc.

(c) Decoder: Itis used to transform encoded message into the original form at the receivers end.

The general structure of a communication system with six parts is shown in Figure 119.2.
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Channel Decoder Receiver

2
¥
¥

Encoder

Source

.\,

Figure 119.2. The general structure of 2 communication system.

Fundamental theorem of information theory

The information theory is essentially a study of so-called “fundamental theorem of information theory”, which
stated below. _ .

“It is possible to transmit information through a noisy channe] at any rate less than the channel capacity with
an arbitrary small probability of error”,

The communication system described in Figure 119.2 is statistical in nature because the source selects and
transmits sequence of symbols from a given alphabet to the channel based on some statistical rule. The channel
transmits this symbolic information to the receiver under some statistical rule also. - ’

119.4. Memory less channel
A memory less channel is described by an input alphabet X = {x,,xz,..‘.,x,,,}; an output alphabet

Y ={¥, ¥ Y,}» and a set of conditional probabilities P( y;! x,.) fori,j = 1,2, then it is called a binary:

memory less channel.
A binary memory less channel is always symmetnc because

(}’1/7‘1) P(J’2/x1) =q

'P(Jﬁ/xz) = P(yz/x2)= p
‘where g = 1-p, p being the probability of error in transmission.

119.4.2. Channel matrix _ ,_
The input to the channel, the output from the channel and conditional probabilities for a pair of input symbol
“and output symbol can be expressed in the form of amatrix called channel matrix.
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Output ¥

y i y 2 o y n
X Ppn Pp o Pyn
X0 Py Py vt Dy

.
.
.

Input X

X pm,'l Pm/Z o pm/"

where p,, =P(y,-/x,-); i=1,2,.,mandj=1,2,..., n

It may be remembered that sum of conditional probabilities in each row must be equal to one. That is,

Ypi=l, i=12..m
FERE

For example, the channel matrix of the binary symmetric channel is given by (q p } '
A P 9

119.4.3. Probability relation in a channel

Let us consider a channel with m input symbols x,,x,,...x,, and aoutput symbols y,, ..., y, ; and the

- channel matrix
| P P 0 P
Py Py 't Pup
Pim  Pym " Punm |
Ifp, = P(xi),i =1,2,.....,m denotes the probability that symbol x, willbeselectedfortrénsnﬁssion through
the channel and p,, = P( y j), J =12,....,n denote the probability that output symbol y; will be received as

channel output. Then the relation between the probabilities of various input symbols and output symbols may be
obtained. The following relations may be easily obtained

) |
D Dol =Py f0r =12, s A oo et es et oo (1)

=} .
If we are given the input probabilities p,, and the channel probabilities, then the output probabilities p,, can
be easily obtained from above relation.
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Fufthermore, the following probability relations also hold :
P(xl9yj)= Pjii Pio forall i,j
and P(x,/yj) p/,,(pm /p,,/) forall i, j.

The relations (2) give the joint probabilities of sending a symbol x; and receiving the symbol y,, whlle
relations (3) give the béckward channel probabilities given thatan output ¥, hasbeen recexved

Example 1. Conszderabma;y channel with input symbols 4 = {0,1}, output symbols B = {0,1} and the channel

21
|33
tri
maxii
{10 10

Let us assume the input probabxlmes Do =314, py =1/4. Usmg (1), the following output probabilities are
obtamed

32 11 21 31 I 9 19
Po=—'Tt— = P =t = -

43 410 40 43410 40°
The conditional backward input probabilities are obtained by using (3),

\

T
4
11
12
P(1/°)=“1%1“4"=§I
40
9.1 -
104_29
P(1/1)=”"9""=;§-
40
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119.4.4. Noiseless channels
A channel described by a channel matrix with one and onl} oné non-zerox element in each column is called
- a noiseless channel.
A binary symmetric channel withp=0or 1 isa noiseless channel. The channel represented by the following

channel matrix isa noiseless channel,

2 Y2 0 0
0 0 3/5 2/5|.
0 0 0 1

119.5. Module Summary

Inthis module we define information and introduced the different components associated with communication
. system such as transmiter, encoder, decoder, chahnel, receiver, etc. The fundamental theorem of information is
stated. Some basic terms such as memory less channel, channel matrix, probability reiation ina channel and

noiscless channel are defined. The module is ended with an exercise and references.

119.6. Self Assessment Questions
. Whatdo youmean by information? Explain with an example.

[§9 ]

Write an essay on information theory emphasizing the basic concepts?
Draw a general structure of a communication system and explain it.
Explain the following terms:

source, channel, encoder, decoder and receiver.

5. Whatdo youmean by memoryless channel and channel matrix.

:Faw
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-119.7. Suggested Further Readings |
1.  S.D.Sharma, Operations Reseatch, Kedar Nath Ram Nath & Co., Meerut.

2.  JK. Shamma, Operations Remh, Macmillan. '
3. MP. Guptaand ] K. Sharma, Operations Research for Management (2nd Ed.), National Publishing House,

Delhi : |
' 4. K.Swarup, PX. Gupta and M. Mohan, Operations Research, Sultan Chand, Delhi.
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120.1. Introduction ;
This is the continuation of the previous module (No. 119). Here we will discuss about the measurement of

information and uncertainty using entropy. Several properties of entropy function are also studied here. Encoding
procedure is also presented.

. 120.2. Objectives |

Aﬁer completion of this module you will able to:

o  Explain the measurement of information

¢ Explain the measurement of uncertainty

e Explainentropy ;md its properties

e Explainencoding

¢ Explainencoding including Shannon-Fano encoding procedure.

- 120.3. Keywords
Measure of information, Measure of uncertainty, Eﬁtrppy, Encoding.

120.4. A Measure of Information
An amount of information is virtually a search for statistical parameter associated with a probability scheme.
This parameter should indicate a relative message of uncertainty applicable to the occurrence of each particular

message in the set of messages.

Now, to obtain a formula for the amount of information, suppose there are 7 distinct models

of a particular machine. The problem is to select a machine from this list.
The desired amount of information 7 (m, ) associated with the selection of a particular model 7, mustbea

function of the probability of selecting m, ,i.e., , :
I(m.)=f(P(m,)). 18R AR AR AR AR (1)

Directorate of Distance Education : T 397



Information Theory—11 .......... e e et et e et ae s ent e e b e st et se et esaae e Rbe e e rbbeteanbeeatseaenteerseeeenreetsbbssaberbes

P(m)=P(m,)=P(m,)=...= P(m, =%, e RN
The equation (1) becomes . o
(M) = F(N)y crreeeessssnssmsssssssssesssssssssmsssssssssssssssssssssssesssssssssssssnees — 3)

means that the amount of information is the function of .
Further, assume that each piece of the machine can be ordered in one of m distinct colours, Again, for
simplicity, if selection of colours is also assumed to have equal probabilities, then the amount of information associated

with the selection of a colour ¢, among {c,,¢;,¢5,..c..,C, } IS

Le,)=7(P(c;))= 7 (t/m) S —— @)

where the function /; must be the same as used in equation (3).
- Thus, the selection is done in two ways:

1. Firstselect the machine and colour, the two selections being independent of each other. In this case,

1, (mk andcj)=.1'1 (m)+1, (cj)

o, L(meande;}= FUN)+ F(YM). corcommecisreesermessssssssessssessees oo (5)
2. Alternatively, select the machine and its colour simultaneously as one selection from mn possible number of

selections with equal probability.

1 _
Hence I(mk andcj)=f(—~——) ................................................................................................... (6)

mn
The equations (5) and (6) give .
SURVHFQUmY= FMR) s ssssssss s ssssssstsssresssasssasens )

which is a functional equation.
The functional equation has one of the solutions given by

F(2)=108(1/X) OF £(x)=mI0X.  corvrrrrreermrissmsessssssensiosssssssssssssssssensssesssssessenmnesessessssssss ®)
Substitute in equation (7) the values
f (Yn)=logn, £ (1/m)=logm and f(1/mn)=logmn
toobtaintheresult | .
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logn+logm=log mn reerieersaeesesea e e resesssesaeansassrneresaenaeas eeseessesrenessssnsnesressessennansinasesnarans ®
which is always true. ‘

Exaﬁlple 1. Suppose a baby has just been born ata neighbour’é héuse and the question is asked “whether the .
baby is a boy ora girl?” The answer, “Itisa boy”, then gives a specific amount of information according to equation
- (8). , ‘
We assume that the baby was equally hkety to have aboy oragirl, so the probability of its being a boydis.
1/2. Hence,

. . 1 ’
amount of information = —log 0 =log2.

The numerical value of the amount of information in the above equation depends upon what logarithmic base
is used. If 2 is used as the base of logarithm, then |
‘amountofinformation =108, 2 =1 .evvveercricnenninsnsssiiesseniens (10)
which may be called a bm digit.
If 10 is used as the base of logarithm, a unit information may be called a decimal dlggt In short this unit is

called as a decit. _
'Example 2. Ina eertain community 25% of all girls are blondes and 75% of all blondes have blue eyes. Also, 30%
ofall girlsin the community have blue eyes. Ifyou know that a girl has blue eyes, how much additional information
do you get by being informed that she is blonde? ‘ '
Solution. Let ' '
P, = P (blonde) = probability that a girl is blonde in absence of kpoWledge of ﬁe colourin hereyes =0.25
P, = P (blue eyes/blonde) = probability that a blonde has blue eyes =0.75
P =P (blue eyes) = probability that a girl has blue eyes in the absence of knowledge of the colour of her haiff-' 0.50
P, =P (blonde, blue eyes) = probability that a girl is blonde and has blue eyes=pyp, |
= P (blonde/ blue eyes) = probability that a blue-eyed girlis blude and has blue eyes.

Then Pu= PPy = Py

o, Ps= ,,Pl.P
Ps‘

Directorate of Distance Education 399



1njbrmatzonTheory—~[1 ............ Creererirsener s renna
Ifa giﬂ has blue eyes, the additional information obtained by being informed that she is blonde, is
log— = log| <2 |=1og p. ~log p. 1
0g —— = i0g =logp, —logp, -logp,
np;

Ps

=—log2+log4-log(3/4)
= 1.42 bits.

Ex,ample 3.An alphabet consists of 8 consonants and 8 vowels. Suppose all letters of the alphabet are equally
. probable and there is no inter-symbol influence. If consonants are always understood correctly, but vowels are
understood cozrectly only half of the time being mistaken for other vowels the other half of the time all vowels bemg
involved in errors the same percentage of the time. What is the average rate of information tramsmission.
Solution. According to conditions of the problem, 50% of the letters received will be correct consonants, 25%
will be correct vowels, and 25% incorrect vowels. Now, first calculate the amount of mformatlon received in each
of these cases.
Case . Correct consonants

" Here
P, = probability before reception = i%

. py = probability after reception=1.

Therefore, information/letter = log %—- =log16 =4 bits/ letter.
16
Case I1. Correct Vowels

" Here

»,, = probability before reception = %

Py = probability after reception =

va--
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....................................................................................

Therefore,

- information /letter = log =3 bits/ letter.

Sl—for—

~Case II1. Incorrect VoWels

In this case,

p, = probability beforc reception = —1-1-6- X

IZ‘ . . PB(E)U | .

B,(V)

LAK)
)
® ene

Q

QL
B>

RU),
 Probability before reception | S Probability after reception

Now, find the probability after reception, suppose as Eissentanda Uis reg:eived. The pmblem isto ﬁnd thé

| . o 1
probability that an E was sent as a consequence of receiving a U. Before, reception the probability of E was 16’

since 16 letters have equal probabilities. After receiving a U, a vowel was sent, and the probability ofa Uis -;—

The other half of the probability is divided equally among other 7 vowels, one of which is E. Therefore, the

o 11 1
probability that £ was sent is 73512

~ Therefore,

P = P (E), = probability offer reception = -l-lz

i
Thus, information/ letter =log -1-14-
16
14=4-3.8 o

=logl6=~
Directorate of Dis}%ce Ec}gganon
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=(.2 bits/ letter.
Itis interesting to note that the information received with an incorrect vowel is positive in this case, Sincg'the
reception of the incorrect vowel actually increases the probability of trnasmission of the corred vowel.
Finally, for the average information per symbol, take 50% of Case I and 25% each of case Il and IIL
Therefore, ' |
average information/ symbol = 0.5 x4 +0.25x 3 +0.25 x 0.2
| =2.8 bits/ symbol.

120.5. A Measure of Uncertainty : Entropy
. Let §= {E, Ez,.;..,E,,} be the sample space, where E,, E,,...., E, are mutually exclusive events with
probabilitiés Py> Pysers D, TESpECtively. We assume that p,, p,,...., p, are known.
Itmaybe noted that | | | |

n » ‘ ’ .
JE, =S and ) PO OO OO an

k=l k=l

The fundamental problem of interest is to associate a measure of uncertainty H(p,, p,,...., p, ), with such

probability schemes. _
Shannon and Wiener have suggested the following measure of uncertainty associated with the sample space
of a complete finite scheme, '
HX) == PI0BP  cooeoressemsesssssssssssscssssses s esessssresssssesssesesssse e ssee oo (12)

=]

where the random variable Xis defined over the sample space of events S, and events satisfy the equation (11),

T he average amount of information or entropy of a finite complete probability scheme is defined by

H(X)=H(E,)= -ﬁ PrlOBDp et sese s ss s preveaeenes (13)

k=l

120.6. Properties of Entropy Functioin H)
The entropy function H{ p,, p,,...., p, ), follows some basic properties which are presented here,
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(Continuity property) : '
The entropy function H ( p,, p,,..... p,.), is continuous foreach p,,0< p, <1.
Proof. We know, ‘

: _H(p]’p?."""pn) = p, log p, + P, logp, +....+p,logp,
= p, log p, + plogp, +...+p, logp,,

+(1= = Py == Dot )Iog (1= P~ Py == Py
as Zpk =1
k=]
Itis seen thatall independent variables p,, p,...., p,, and (1= p, = p, —....— p,, } are continuousin(0,1)

and thatthe bbgarithm ofa continuous function is con tinuous.H ence A is continuous.

2.

(Symmetric property) :

The entropy function H is symmetric, i.e.,
H(p,1-p)=H(-p,,p,), wherek=1,2, ..., n.
Proof. It follows from definition.

(Extremal property) :

The maximum value of H(p,, p;,..., p,) is H(l,l,....,-l-).
nn n

Proof. The complete proof'is give in Module 109 (dynamic progranuning)‘
In that module we have seen that H = —Z p;log p, ismaximumwhen p, =p, =...= p, =1/n.

Hence max H(p,, p;,.., P,) =H(l,l,....,—l-).
nn n

‘(Additive property)

Let x, bea particular event with probability p, is divided into m mutually exclusive subsets, say, E,, £,,..., E,,

with probabilities ¢,,4,,...,g,, respectively suchthat p, = ¢, +q, +....+g,,, then

H(Dys Pyrers Pacts @11 GareG)

= H(Py, Pyss Poctr Pa )+ PoH (@ 2032/ P 9] Pu)-
Proof, By definition of H,

H (D1 Pyseeos Pats 139253 )
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n-1

==Y plogp, Zp, logg,.

iwl i}

=~{Zpi log p, - p, logp,,}—Zq,, logg,
t=1

i=l

= H(p‘,pl,,...,p,,)-i-{p" logp, - 4, Iogq#}

i=]

since H(p,,pz, ,p,,)—-—ZP. log p,-

j=1

" But, p,logp, - qu logg;

jm}

%pn{—ﬁilogpn}-p"z'{q' logq.}

" i=} n
| =Zq,-{&logp,} p,.Z{q' logq,}
=l pn =1 n

=53 L 1ogp, - p, -E'-"-logq,

i=l Dy i=l Py

==, % (1ogg, - log p,)

=l

—-p,Zq‘ 10g(q'J { p,= Zq,]

ixl Py - Py is]
Thus,

.‘H(pnpzv"v P399y qm)

=H(p,, py,-- ,p,,)+{p,,logpn Zq,logq,}

t=]

=H(py, Pyseees Py )~ p,Zq‘ log(Z']
iwl n

9 9 9
=H s Paseess Py +p”H[—,"““,..n,—').
(él P ) ) b, D, P
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‘Example 1. Evaluate the average uncertainty associated with the sample space of events 4, B and C which are

mutually exclusive with probability distribution
Event: A B C
Probability:  1/5  4/15  &/15
Solution. From the dﬁte of the problem, we have
2, =1/5,p, =415 and p, =8/15.
The entropy function His defined as
= H( P Prss P2) = =3 0B P,

where p,'s are the probabilities associated with the given probability distribution, For this problcm =3,

H(1/5,4/15,8/15) = p log p, - p, log p, — p, log p,

=;-llog{l)-ilog(i)—-S-;IOg(—B—)

5 5) 15 15/ 15 15

.—_r-%[Slogéw 410g(%)+810g‘[%)]

= _é[—SlogSj- 4(log4-log15)+8(log 8-log15)]
=—T1§[eslogs-4log(3x5)-8}og(3xs)+4fog2*+81022’]
=%-5—[1510g5+1210g3 -32] [ log2=1]

4. 32
=log5+—log3—~—.
og3+<log3-——

Example 2. Show that the entropy of the following probability distribution is

Event: X, Xy veveee X eeer

1

1 1. 1

22 e U e '27:'- 'i;__f

b xn -1 x:r

LT

Probability:

!
Solution. We have p, = El"’ =1,2,..,n~120d P, =35

Directorate of Distance Education
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such that Z p =1

i=l

- The entropy function H is defined as

n n-l
H(p,, Py P,) == plog p, ==Y p,log p, - p,log p,
i=1 : !

i=]

S ONONEENTS

- "z"(_z!i_)}og % +( 2:4 )108(2""')

=l \
&t 1) 1
= i vl +{n-1 — '.'10g2=1
S'i( 2 J+(r-1)5hr [ 1087 =1]
={_1_+32_+_3_2.+"“+§_-_:.il.}+£_._:% .................................................................. ®
2 2° 3 2" 2"
1 1 2 3 n-1 n-1
o, —H(p,pysD,) =3 —+—+—+..+ e e e s aessese s rnnrereres il
S (P Py ) {22 St 2,,} > | (if)

Subtracting (i) from (i), we get

1
H(Pnpzs-qu,.)_‘z'H(p,,p2,....,p”)

11 1 1 } n-1_2(n-1)
= ~+—?+.—3+0004+ 1 + _t a
2 222 2 2 2]

1 | 1 1 1 i 1Y
—H(p,Pysor D, )=+ 5+ +ot b =l =
Ol‘, 2 (pl pZ p) {2 22 23 znl} (2)

1 n-2
01', H(p,,pz,u..,pn)=2—(5]

1L J=l

Theorem 1. Let p, p,,...., p, and ¢,,4,,....,q,, be arbitrary non-negative numbers with ZP; =Z 4, Then

—ij plogp, < *Z 7.logg,,

; iml i=l
with equality if and only if p, = g, forall’. |
~ Proof. Since the logaritam is a convex function, we have the inequality log x < x — 1 with equality iffx=1,
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Ifwetake x =g,/ p, , then ,
O S O 5 e LA e ()
with equalityifand onlyif ¢, = p,. |
Multiplying (i) by p, and summing over i, we get

2.ploe(a/p)s X (a,-p)=1-1=0,

with equality iff g, = p, foralli.
This proves that

> p,logg, Si plogp,

(£ i=l

or, -Z plogp, < —z p,log g, withequalityiff p, =4¢, foralli.

i=} =1

120.7. Joint and Conditional Entropies
Let us consider two sets of messages
X ={x, %0 X0 1 Y = {01 Vaseors Y }»
where x, ’s are the messages sent (channel in;iut) and y,’s are the messages received (channel output).
Let p, = P(X=x,Y =y,), i=1,2,...,m;j=1,2,..., n; denote the probability of the joint event that
message x; is sentand message y, isreceived.
The marginal probability distributins of Xand Y are given by
Pi =§Pg— and p, = ipg foralli,j.

Then .obv busly themarginal entropies of the two marginal distributions are givenby =

H(X)=-) p,log p, and H(Y)= =Y pylogp,.
=] F=l

The entropy H (X) measures the uncertainty of the messages sent ahd H (¥) performs the same role for the

message received.
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The joint entropy is the entropy of the joint distribution of the messages sent and received, and is therefor
givenby A ‘
H(X. )= —ZZp,j log p,.
i=l jml
It may be observed that
max H(X,Y)=log(mn) =logm+logn
=max H(X)+max H(Y). ,
Theorem 1. H(X,Y)< H(X)+ H(Y), withequality iff Xand ¥ are independent.
Solution,
By definition,
H(X)+ H(Y) = —Z pio logpio ‘Zpoj Iogpoj

=1 =1

=“"Z[ pu.)iogpm-Z[zpy]k)gpoj
=1

P A
n "
=-3"% p,log(p,p,)

/] Yy
it j=i

=-2.2.p,logg,

i=l j=l .
Where QJ) = p iap o
Again, by definition

H(X,Y):—iipij logp,]..

i=] j=}
Also, we know

-y plogp, <=3 plogg,.
i=l i=l

Hence H(X,Y) < H(X)+ H(Y).
Theequality holds when p,, = g foralli,j. The condition for equality reducesto p,,p,, = p, implies Xand

Y are independent,
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Conditional Entropies _
Consider two finite discreie sample spaces S, and S, and their product spacé S (= S, x S,). Also, let
Ey,E,,....,E, and F}, F,,..., F, constitute the spaces S, and S,.
Thus, the complete sets of events in the space S, x S, is given by
EF, EF, EF - EF,
gro| BF BR BE - EF,
EF EF EF, .. EF,

For example, an event F, may occur in conjunction with £, E,,..., or E,.
F:- = Z EkEr
k=l )
P(X=x,nY=y,)
P(Y = yr)

P(X=x/Y=y)=

P(k,r)
P(y,)

Now, we consider the following probability scheme
(E/E)=[E /B By, BufE,vs B JE]
P(E/Fr)__.l:P(l,r) P(2,r) P(3,r) P(n,r)]

P(y.) P(y) P(»)"" P(y)

The probab:hty scheme is not only finite but also oomplete because the sum of elements of this matrix is unity.

OI', P(xk/yr) =

Therefore, an entropy will be given by

H(X]y,)= _; P(k, ,r) 1;((’;*))

=3 P(x,/7,)log P(x,/%,)

kel

‘Now, take the average of this conditional entropy for all admissible values of Yy» 80 that a measure of

average conditional entropy of the system can be obtained.

H(X1Y)=H(X1y,)=3 P(3) H(X!y)
rol
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-3 p(y,)kZ:P(xk/y,)logP(xk/y,)

r=]

H(X1Y)=-33 P(5,)P(x/5,)log(x/5,).

rel k=i

Similarly, it is passible to obtain the expression for the average conditional entropy H(Y/X).ie.
H(X/Y)=- ZP(xk)P(y,/xk)log}’(y,/x,‘).
k=] pa=l
Thus, two conditional entropies may be expressed as

H(X1Y)=-33 P(%,/7,) log P(x/7,)

ral k=}

and H(Y/X):—iil’(x*/y,) log P(y,/x,).

k=] r=}
Theorem 2. Prove that
H(X,Y)=H(X/Y)+H(Y)=H(Y/X)+H(X),
where H(X)2 H(X/Y)

Proof. We know,

H(X)==3" P(x)ogP(x,)  coccrrreerermrmrassnnsssssnnes et 0]
k=l . .
HEY==D P(1,)I08P(),)  eocrrermmrsscssssssmmssssssssssssssssssssssssessssssssosomesssomessssss s )
r=l )
H(X.Y)= -ZZ'": Pk, rYIOEP(K,F)  srcmereemessssssssssssssss oot (i)
k=] r=) ’ : ’ )
CH(XIY) =<3 3 P(20 2 )08P(X,/3,)  corrreessssssessssmnnseessssssssssocsssssoseesmesseesn ()
K r=} k=}
HTYIX)==2 3 P50, )J0BP(7,/%,).  ovcerrrrsssimmsersssssssesssssssesesessmsssssssssssssssssns )
i kel‘rul
Again, P(k,r)=P(x,,5,) = P(x5,/ 5, ) P(2,) = P(3, /% )P(X) rereesrscrerorerssssesssssmsnnnse (vi)
] 24 7
and g P(x, 3, ) =108 P(,/ Y )HI0BP(Y,) oo eosreseeseessessseressssmesssessseeso (vii)
| =log P( v % | =0 o £ TR sessrnnssrinees (viid)
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r=l kel

Now, H(X/Y)—_-—ijiP(xk,y,)logP(xk/y,)

- P(xk’yr)
= e P{x Y lo —————
22, P (-, g P(y,)

| -_——Z"ZP(x,‘,y,)logP(_xk,yr)+ZZP(xk,yr)]ogR(yr)
rl kw] r=l k=l

=H(x,y)+'Z:P(y,)logP(y,)

=H(X,Y)-H(Y). | -
Hence H(X/Y)+H(Y)=H(X,Y).
Similarly, H(Y/ X)+ H(X)=H(X,Y).

Toprove H(X/Y)+H(X)<0.

, N orron S . P(x,)
H(X/IV)~H(X)= P(x,,y )iog——tL _
(A7 T)-H(X) zhzl, (Xe:7,) gP(x,‘/y,)

[since log x < (x—1)loge]
But,

iZ{P(xﬁ)P(y,)+P(xk/.Yr)}loge |

ral ksl

=§[p(y,)-p(y,)]logg=o.

Hence, H(X/Y)-—H(X)so or H(X)ZH(X/Y).
Similarly, it can be shown that
H(Y)2H(Y/X).
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Example 1. A transmitter has a character consisting of five letters (x,, X,, X;, X,, X; ) and the receiver has a character
consisting of four letters (3, ¥,, s, ¥, )- Thejoint probability for the communication is given below:

P(x/y,) ¥ » » Vs - P(x)
X, 0.25 0 0 0 0.25
x, 0.10 0.30 0 0 0.40
"X | 0 0.05 010 0 0.15
%, 0 0 0.05 0.10 0.15
%, 0 0 0.05 0 0.15
P(») 03 035 020 010 - 005

(@) Determine the different entropies for the channel, assume 0 /og 0=0.

() Determine H(X), H(Y), H(X, Y) and H(Y/X). -
Solution. To determine different entropies for the channel, joint probabilities are to be calcﬁlated foriand;. Then
different marginal and conditional probabilities may be calculated with the help of joint probabilities as given below:

P(%)=025+0.0=0.25

P(x,)=0.10+0.30=0.40

P(x,)=0.05+0.0=0.05

P(x,)=0.05+0.10=0.15

P(;e,) = 0.05+0.0=0.05
P(y)=0.35P(y,)=035P(y,)=020,P(y,)=0.10.

The conditional probabilities P{x,/y,) are shown below.

P(x,./yj) N S - W ‘ b

x 1 0 0

5 0.25 0.75 0 0

%, | 0 0.33 0.6

%, o 0 0.33 0.66
X 0 0 1 0
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Marginal entropies

H(X)= -i P(x,)log P(x))

i=l

=-(0.25) log (0.25) - (0.40) ’log (0.40) - (0.15) log (0.15) - (0.15) log (0.15) - (0.05) log (0.05)

1 2. (5) 3. (20} 1
==logd+Zlog| 2 1+ logl 22 |+ —1log 20
PR Og(2)+20 °g( 3 )J'zo o8

=1.326 bits.
4
H(Y):—ZP(yj)logP(yj)

el

= (0.35) log (0.35) - (0.35) log (0.35) — (0.20) log (0.20) — (0.10) log (0.10)

7. (20} 1 1
=—log| == |+~log5+—1log10
10 °g( 7 )+5 AT
= 1.855 bits. |
Conditional entropies

H(X/Y)= —Zs:i‘P(xi,y,-)lng(xr/y;)

i=l z=l

: | 3
= - (0.25)log(9—'-2-§-)—0.1010g (2-}-9-) +0.30I1c «EJ
0.35 1 0.30 JU.35

' 0.05 0.10 0.05 0.05 0.10
+0.05log| —= |+0.10log| —— | +0.05log| —= | +0.05log| —— [+0.10log| ——
Og(o.as) °g[o.2oJ °g(o.2o) g(o.zo) °g(0.10)}

=— llo §+—1—lo —1-+—§—-lo é+-1~lo 1
486770 83710 8770 87

+~l—-lo -!—+—!—lo -l—+—l—-lo —1—+——1——Iogl}
10 82720 %3720 B3 10

= 0.0704 bits.
Hence H(Y/X)=H(Y)+H(X/V)- H(X)

=1.855 + 0.0704 — 1.326 ='0..599 bits.

Join;enti-opy
H(X,Y)=H(X)+H(Y/X)=1326+0.559=1.925.
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120.8. Expected Mutual Information
The mutual information of the meassage transmitted x, and the message received ¥, isdefined as follows:

h(x,,«yj)—-: P(y;/%) - log{ P(%.3,) };
P(y,) P(":)P(y/)

=12 M= 1,2,

The following two cases may arise:

- (@) Ifnoinformation isb provided by one event about the other, then
h(x,,yj) =@ foralliand;.

In other words, the events X'and ¥ are independent, in which case one event cannot give information
about the other.

(b) If h( Y, ) > 0 or <0, for afixed x, , thenmore or lcss information is received from the transmission of
the message x, given that message y, has already been received. This is different from the independence

pattern of a set of messages tramsitted X ={x‘,x2,...,x,,,}and set of messages received

Y = {3 dn i}
Now, the expected mutual information or the averages amount of information about X that is provided by the

occurrence of ¥ event may be defined as :

100 0)= 53, o(s) = £ (5, oo 227 2)

=] y=l il J=l

i ) | rP(yj/xi)P(xi)}

P(xi’yj)log

) i=l j=l N P(yj)P(xi)
- rP(yf/xe‘)}

Ms

2 P(;x,,yj)log P(yj)

H
—

=I(Y « X).
This shows that the average amount of information that an event ¥ provides about the occurrence of an event
Xis equal to the average amount of information that an eventX provides about the occurrence of an event ¥,

It may be noted that the expected mutual information is always non-negative. Thus, on the average mutual
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information is not misleading, the knowledge of the occurrence of an event in one set will on the average provide
information about the occurrence of an event in the other set.

Expected mutual information measures will be zero if and only if X'and Y are independent.
Theorem 1.

(@) I(X Y)= H(X) H(X/Y)=HX)-HY/X)

(b) I(X,Y)- H(X)+H(Y)-H(X,Y).

Proof. We know that

H(X)-H(X/Y)= miiP(x,,yj)logP(x,) +f:ip(x,,yj)'1ogp(x,/yj)

i=l =1 i=l j=t .

S35 P (x, Yo 22 (/Y),)

=IX7).
Similarly, it can also be proved that

I(X,Y)=H(Y)-H(Y/X).
() I(X,Y)=H{X)-H(X/Y)
= H(X)-{H(X.1)-H(1)}
=H(X)+H(Y)-H(X.Y).
120.9. Axiom for Entropy Function
Axiom 1. The entropy function takes its maximum value when all the events have equal probabilities.

That s,
| 11 1
max H(pppz>-»..,Pn) = H[—’;,‘;,...,;J
1
where Py = Py == P, .—..;1..

'Axiom 2. The information provided by the joint occurrence of the pair (X, ¥) is equal to the sum of the information
provided by the occurrence of X and that provided by the occurrence of ¥ given that X has already occurred, i..,

H(X,Y)=H(X)+H(Y/X).
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Axiom 3. The entropy of the scheme remains unchanged with the addition of an impossible event in that scheme,
i.e., '

H(pi, Pysevi 4y 0) = H(Pys Pasern 1, )-

Axiom 4. The entropy is continuous with respect to all its arguments.

120.10. Channel Capacity, Efficiency and Redundancy
Channel Capacity |
The amount of average mutual information processed by the channel ina communication system is defined by

I{X,Y)=H(X[Y).
As the information processed by a channe! depends upon the input probability distribution P(x, )of x's
. therefore, it can be varied until the maximum of / (X,Y) is reached. Hence channel capacity, say C, can be
defined as
C=maxI(X,Y)=max{H(X)- H(X/Y)}
forall P(x,).

Bu

t, for a noise free channel, we have
I(X,¥)=H(X)=H(Y)
and I(X,Y)=H(X,Y).
Therefore, channel capacity C in this case may be redefined as
C=maxI(X,Y)=max H(X)

) max[_}”’: P(x)log P(xa)}

i=]

=—log(1/n)
= log n bits/symbol.
This is due to the fact that maximum of H(X) occurs when P(x,) = P(x,)=....= P(x,).
Special types of channels
(a) Binary s_metn‘é channel. The channel capacity for the channel matrix
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isgivenby C=1-H(p,1 —p).v
(b) Channels with non-singular channel matrix.
For a square and non-singular channel P, the channel capacity is defined as:-
C =log, Zexp[—Zaij(Y/X =X, ):|
g=1 ) =1
~ where a, isthe (j, k)thelementof p™'.
Efficiency |

H(X)

The efficiency of the noise-free system s given by, 7= L where L is the length of the code.

Redundancy
The difference between the expected or average mutual information /(X, ¥) and its maximum valueis defined
" as the redundancy of the communication system. The ratio of given redundancy to channel capacity is know as
relative redundancy, ie.,
Redundancy for noise-free channel
B=C-I{X,Y)=logn~H(X).
Relative redundancy for noise-free channel 8
_logn-H(x) 1 H(x)
logn logn

=] —efficiency of the system.

Example 1. Find the capacity of the memory less channel specified by the channel matrix

111,
2 4 4
1111
P=|4 4 4 4
0 01 0
.1.00_[
L2 2.
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Solution. The capacity of the memory less channel is given by
C=maxI(X,Y)=max{H(X)+H(Y)-H(X,Y)}
4

= ..ZP(x,.,yj)logP(an’f)3 J=1,2,3,4
T =l

where /
P(x.y,)=(1/2, 1/4 1/4,0)
P(x,y,)=(1/4,1/4,1/4,1/4)
P(x,y,)=(0,0,1,0)
P(x,.,)=(1/2,0,0,3/2).

I 1 1, 1) 1, 1
=— I 4| —log— [+1logl +2| —log—
ThusC 2log +2( og4)+ (4 og4)+ og (2 ogz]

3 9
= Elogz + 31Qg 2= 3 bits/ symbol.

120.11. Encoding

Encoding may be defined as a transformation proceduré of amessage from sources to receiver through a -
nonseless channel in some code language. In other words, if X = {x,, %), %...., x .} be the set of messages to be
transmitted then codes may be defined as a relationshi p between all possible sequences of symbols of the setX
withanotherset ¥ ={y,,,....., y,,} of code character of alphabet
Objectives of encoding

(@) Itisused toincrease the efficiency of transmission.

(b) Ttisused to minimize the expected code word length. If the code word associated with x, isoflength /,
i=1,2, ....,m; then the expected length of messages is given by

L=Y1P(x)

=l
IfZ is minimum then the transmission is called efficient transmission,
(¢) Itisused to minimize the cost of transmission. If C, (i = 1,2,..., m) is the cost of transmission of some words
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W, with probability of transmission P (W, ), then in amessage of m words, the expected cost per message
isgivenby |

M=% CpP(W).

)
The transmission for which M is minimum is considered to be efficient.
The coding are of different kinds, some of them are discussed below:
Block Code
A code whichmake a relationship with each of the symbols of the set X'to a fixed sequence of symbols ofthe
set Yiscalled a block code. That is, each symbol x, (i =1,2,...,m) isto be assigned a fixed sequencé of symbols
of Y called the code words, associated with x, .
For exﬁmple, x, may correspond to y,,y, and x, may ébrrespond t0 Yy, Vis Voo
Bindary Code |
In particular, if the set X = {0,1} , then a block code is said to.be binary code. An example of binary codé is
x, = 01, x, > 010, x, - 10, x, > 1101.

Non-singular Code

~ Ablock code is said to be non-singular code if all words of the code are distinct. An example of non-
singular code is

x, > 00, x, > 01, x; =10, x, - 11.

Uniquely decodable (separable) code

A code is said to be uniquely decodable (separable) code if every finite sequence of symbols ofthe set Yis
associated to at most one symbol of the set X. Examples of this code are given below:

(@ x-0,x,-10,x, »>110, x; > 111

(®) x, >0, x, =01, x, > 011, x; > 0111.
120 12. Shannion-Fano Encoding Procedure

In this method, a sequence of binary numbers {0, 1} isused for encodmg messages through a memoryless

communication channel. Let X ={x,,%,,....,x,,} be the list of the messages to be transmitted from some source
and P ={p,, Py,....., P} betheircorresponding probabilities. Our aim is to devise an encoding procedure so that

a sequence of binary numbers (0,1) of unspecified length can be associated to each meassage x, . The sequence

Directorate of Distance Education 419



TAOPMAUON TREOIY —I1..........c..oeereriverereeise e essre s eassssesse s e s st stes s sesentas e sses e s eesseesesssene s O

obtained must satisfy the following conditions: » '
(@) Nok sequence of binary numbers can be obtained from any other sequence by adding additional binary
terms to sequences of shorter lengths.
(b) Binary numbers associated with each meassage x, to form a sequence occur independently with equal
probability. '
The algorithm of this procedure is given below:
Step 1. Arrange the messages (words) x,,x,,...., x,, indescending order in terms of their prbbabilities. Without
loss of generality, let ‘
P >py>.n>p,
) that,. we have A
Message : x, X, Xy eevnne X, s X,
Probability ; b, D; Dyeereene D;vevens Py
Step 2. Divide the set of messages X = {x,,X,,....,.x, } into two subsets, say X, and X, of equal probabilities

iéeo,
Set - Message Probabilities
X, Xy Xy P(X,)xp,+p2
X, Xys Xypererns X,y P(X,))=p,+..+p,

suchthat P(X,)=P(X,). ‘

Step 3. Again, divide both subsets X, and X, into two'subsets, say X, X;, and .Y, 21» X5, withequal probabilities
respectively. . “ 3 '
Step 4. Assign binary number 0 to the first position of the coded word in each message in subset X, . and binary
number 1 to the first position of the coded word in each message in subset X, . The similar procedure of assigning
binary number 0 and 1 must be repeated for subsets of X, , and X

Step S. The divisionand assigning bmaxy digits Oand 1 continue till each subset contains only one message (word).
Example 1. A source memory has six characters with the following probabilities of transmission:

A B C D E F
11 1 1 1
3 4 8 8 2 2
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Devise the Shannon-Fano encoding procedure to obtain uniquely de@dablc code to the above ﬁxeSsage
ensemble. What is the average length, efficiency and redundancy of the code that you obtain.
~ Solution.
Step 1.The ensembled message are already in descending order of probabilities.
Step 2. Divide the elements of the set X into two subsets X, and X, with approxnnately equal probabilities as
shown below
X = {A,B},and X,={C,D,E,F},

 with probabilities
11 7
P(X)==4—=—
(%) 37312
P(X,) 11,1, 1.3
8§ 8 12 12 12

' Step 3. Further divide the set X, into two subsets of equal probabilities as given below:

Subsets Probabilities
i X21={C’D}={1/8’1/8} .P(Xz;)=1/4
X, ={E,F}={1/12,1/12} P(Xy,)=1/16.

Step 4. Assign binary number 0 and 1 to first position of all code words in X, and X, respectively as shown
below: ' '

Character Probabilities (p) Partitioning Codeword Codeword Ienght ()
i
A4 3 X, - 00 ; 2
X, | '
B 2 X, 10 ‘ 2
1 3
C Y 3 X - 100 ' 3
1 > KX ' | :
D 3 ) X, ‘ 101 3
X |
E T X 110 3
’ r X, v
F J Y X 111 ' 3
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Steps 5. Subsets X,, and X,, contain two elements each, therefore these can be further subdivided intotwo

subsets as shown below:

Subsets Probabilities

1 1
Xou ={C} {-8_} P(qu)="8'

1 ' 1

Xy = {g} P ()‘_’212"):'5

X, ={E}={2 1

221"{ } 1—2' P(Xm ‘E

1

nz“{F} {12}. P(Xm)=i"2‘-

(@ Theentropy of the source is given by

H(X) =—-§;P(x,.)log P(x)

logl+-l—lo l-4---2—10 -1—+—2—‘lo —I—}
B E R A A R AT Ty
1 1 2 2
=-l3—14—-18——12
3og +4 og +8 og +121°g

1 1
==] 3+12*’+123 -1 22x3
3og 4og 80g +12 og( x)

1 4 6 1 2
— log2+| —+=
(2+12+8) og +(3+12)log3

19 1
=—+—1l0g3=2.3752 p;
1272 og 2 bits.

(b)  Average code length of the message is given by

3 3_29
12 - 2bxts/symbol.

422 Directorate of Distance Education



Advanced Optimization and Operations Research-11

....................................................................................

(c) Efficiency ofthe code

_H(X) 23752 12x23752
L 29/12 29

(d) Rédundancy ofthe code
- B=1-1n1=0.0172.
120.13. Necessary and Sufficient Condition for Noiseless Encoding

Theorem 1. (Noiseless coding theorem). The necessary and sufficient condition for the existence of an irreducible

=0.9828.

noiseless encoding procedure with specified word length (n,n,,....,n, )and that a set of positive integers

n,n,,...., n, canbe found such that

N
Y. D" <l
=
where D is the number of symbols is encoding alphabet.
Proof. Condition is necessary :

Let x, be the number of coded messags of iengt_h n,. Since such messages having only letter cannot be

greater than D, therefore x, < D.
Also, due to the coding restriction, the number of messages encoded of length 2 cannot exceed (D ~ ic( )D,

therefore we have
x, $(D-x)D=D*-xD.
Similarly,
% <{(D-x)D-x,}D=D’-xD*~x,D.

x, £D" —x D" - x,D"? ~....~x, D
o, x,D"<l-xD"'-x,D?~...~x, D
O, D XD KL e crereessraneseeen 0]

=}
where m is the maximum length of any message..

The left hand side of inequality (7) can also be written as:
> xD" =x,D"+x,D? +....+x,D"
i=l
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Each term in the bracket of above equation corresponds to a specified message length, such as in the first
bracket, x, message is oflength 1, in second bracket X, message is of length 2 and so on. Hence the total number
of messages are | |

+x,+..+x, =N,

If i = n,, thenterms in (i) can be rewritten as
Y50 =3 D™ <1,
i=t 1=l

This proves the necessary condition.

Condition is sufficient : v
We have to show that the condition
i x,D” <1
i=] .
is sufficient for the existence of desired codes.
Since the terms x, D™, x,D2...,x D™ are all posi‘tive, each term must be less than 1.‘Thus, it can be
concluded that
5D <1 or x < Dand x D" +x,D? or x, < D(D-x,)
and so on. Since these are the conditions we have to satisfy in order to guarantee that no encoded message can be
obtained from any other source by the additibn of a sequence of letters of the encoding alphabet.
As an application of this theorem, let D be a binary set, i.e., 4 =[a;,a, ], thenthe encoding theorem requires
that

N

PIVAESE

i}
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_ As an application of the foregoing, consider the existence of a separable code book having N words of equal
length n. The noiseless coding theorem suggests that such codes exist if |

N .
ZD“D; Sl’ where n‘ =n2 =...=n~ =n

in]
o, D"+D"+..+N times <1 or ND™ <1
or, logN+(-n)logD<0 or logN <nlogD.

This relation between N, n and D guarantees the existence of desired codes. Hence the theorem.

Example 1. There are 12 coins, all of equal weight except one which may be lig}xter or heavier. Using concepts of
information theqry showthat itis possible to determine which coin is heavier. |
Solution. There are 12 coins and one of which is heavier, In order to isolate the heavier coin an equal arm balance
is used for weighing. Here weighing implies putting of a subset of the coins on éach of the balance pans and then
observing the result. The problem isto find the heavy coin in the smallest number of weighings.

Since we have 12 coins, therefore minimum three weighings are required to isolate the heavy coin. The
procedure of isolating the heavier coin can be summarized as follows: '

Place four coins on each pan of the balance.

Two possibilities may arise : .

(a) -ifleft (or right) pan is heavier, then the hea\:y coin is on the left (or right pans);

" (b) ifpa.ns are balanced, then the heavy coin among the four not weighed.

In the case of (a), the heavy coin is found in two weighings whereas in case of (b) one more weighi.'ng

suffices.
The expected amount of information necessary to isolate the heavy coin in case there are 1 coins is given
by .
H(-}-,—l-,....,—l-) = -log, (l] = log, n bits.
nn n n
The all possible cases would be

1
Coin 1 is heavy with probability >
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’ 1
Coin nis heavy with probability >

Thus in other words log,n bits of information has to be accumulated to isolate the heavy coin, Hence, for
i=12, the expected amount of information received is /og, 12 bits.
Suppose in the first weighing, there are x coins on each panand 12-2x coins not weighed. Since coins are

equally likely to be the odd one, therefore at each weighing, the following three probabilities may arise

~ P (left pandown =

12
. X
P (right pan down) = Dy
12-2x
P (pans balanced) = THE

- _,\c_,i’IZfo}.
12127 12

If the total number of coins are divisible by 3, then x=12/3=4 and expected amount of information

Then the expected amount of information obtained by the outcome of the weighing is given by

necessary to isolate the heavy coin is

111 1
H(g,g,g) = —logz (5) = lng 3.

In general, if one is able to get maximum /og, 3 bits of information in each weighing, then k number of
weighings provide £ Jog,3 bits of information. To isolate the heavy coin after these k number of weighings, it is
required that

klog,32log,n or 3t >

120.14. Module Summary ;
Inthis module, we have introduced the concept to measure the information. The function, #, called entropy, ‘
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which used to measure uncertainty, is defined and studied several properties. The marginal, joint entropies and

conditional entropies are defined here. The expected mutual information is introduced. The concept of channel

capacity, efficiency and redundancy are discussed. The encoding and Shannon-Fano encoding procedure are

studied here. The module is ended with an exercise and the references.

120.15. Self Assessment Questions

1.
2.

L

Define entropy function and established its formal requirements. .
Show that the entropy function is maximum when mutually exclusive events are equi-probable. Show that the
partitioning of events into sub-events cannot decrease the entropy of the system.

Evaluate the entzopy associated with the following probability distribution:

Event: A B C D
1 1 1
Probability : = - - -~
. y: 3 4 % 3
Provethat H (p,, p,,...., p, ) S log, n, and equalityholds if and only if, 7 = ";;k =1,2,..,n
The following two finite probability schemes are givenby (p,, Py»- £,) and (g1, ¢354, ), With
n H
p= Z q;.
i=l i=l
Then show that

_i b log b, £ “i b lOg q;
=1

=1
with equality ifand only if p, = g, foralli.
Let X be a discrete random variable taking values x;,x,.,....,, with probability P(X =x,}= p,; k=1,2,
.,nwhere p, 20 and )’ p, =1. Define theentropy H(p;, py,-.... P, ) of the probability distribution to
k=1

Xand prove that

pn-l pn \)‘

H s Pasecers Py =H s ,-n-,P,,»P,. + n- +pn H( ?
(pl ) 2! p) (p‘ P, ) (p ! ) D, ¥ Duy Pnt Doy
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1¢H denotes the entropy function, then prove that

4 9 | g
H( D)y Pyseeers Pus@isaseres@m } = H{ Pys Pysoeees Py +p,,H(-——-,———, ..... ,——”’J
‘ ( 1> Pa | 99; ) (£, P; ‘_ ) 7., r,

where P, = Z g;- Verify the formula, defining additivity of entropies for events 4, B, andC thh probabilities

=1

4 8 )
== and 5 respectively.

| | .51 1 | ‘
A word consists of three letters with respective probabilities 22 and E Find the average amount of

information associated with the tramsmission of letters.
A transmitter and receiver has an alphabet consisting of three letters each. The joint probabilities for

communication are given below:

P(x,y;,) » » o ¥
X, 0.45 0.45 0.01
%, 0.02 002 001
%, 001 002 001

Determine the different entropies for this channel.
Apply Shannon’s encoding procédure to the following message ense:ﬁble
X: A - B c D
P:. 04 0.3 0.2 0.1 |
Find the capacity of the memory less channclAspeci.ﬁed by the channel matrix;

—— -

0

O Wi Wi
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120.16. Suggested Further Readings ,
1. 8.D. Sharma, Operations Research, Kedar Nath Ram Nath & Co., Meerut.

2. JXK.Sharma, Operations Research, Macmilian.
3. M.P.GuptaandJ K. Sharma, Operations Research for Management (2nd ed.), National Publishing House,

Delhi.
4. K. Swarup, PK. Gupta and M. Mohan, Operations Research, Sultan Chand, Delhi.
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