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 ABSTRACT  

 
In this paper, we develop an empirical Bayes (EB) test by using the kernel-type density 
estimation in the case of identically distributed and positively associated (PA) samples. 
Given some suitable conditions, the asymptotically optimal property and the 
convergence rate of the EB test are obtained. Furthermore, it is proven that the 
convergence rate can arbitrarily approach to )( 1−nO . Finally, an example about the main 
results of this paper is given. This example shows that the rationality of the conditions 
in theorem. 
Keywords: Empirical Bayes test, positively associated samples, asymptotic optimality, 
convergence rate. 
 
1. Introduction 
We consider the Problem of testing the hypothesis 0100 :: θθθθ >↔≤ HH  in a 
positive exponential family with the distribution density 

             ( 0)( | ) ( ) ( ) exp( ) , 0xf x u x C x Iθ θ θ θ>= − >                (1.1) 

where 0θ is a known positive constant, )(xu is known positive and continuously and 
non- decreasing function for 0>x , )(AI is the indicator of the set A. the sample space 
is }0:{ >=Ω xx .  
 The loss function is defined to be  

1,0,)())(1(),( )(0)(0 00
=−+−−= ≤> iIiIidL i θθθθ θθθθθ                        (1.2) 

where D={d0,d1} denotes action space with id accepting iH . 
Assume that the parameter θ  has an unknown non-degenerate prior )(θG with 

support on }1)|(:0{ =>=Θ ∫Ω dxxf θθ . Hence the marginal probability density 

function (pdf) of random variable X is ∫Θ == )()()()|()( xxudGxfxf Gγθθ , where 
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)()exp()()( θθθγ dGxCxG ∫Θ −= . Let 

)|()( 1 xXHacceptPx ==δ be the randomized decision rule, then the Bayes risk of 
)(xδ  is   

∫ ∫Ω Θ
−+= dxdGxfdLxxdLGxR )()|()},()](1[)(),({))(),(( 01 θθθδδθθδ    

          ∫Ω +−= GG Cdxxfxx )()]()[( 0 βθδ ∫Ω += GG Cdxxmxux )()()(δ  

where )()( )(0 0
θθθ θθ dGICG ∫Θ >−= ,   )(/)()|()( xxxXEx GGG γαθβ ===   

)()()( 0 xxxm GGG αγθ −=                                 (1.3)                                  

)()exp()()( θθθθα dGxCxG −= ∫Θ                                         (1.4)   

Since 0)|()|()]|([)( 22)1( ≤=−==−== xXVarxXExXExG θθθβ for all x , )(xGβ is 

non-increasing and continuous function. We assume that )(lim)(lim 00
xx GxGx

βθβ
∞→→

>> . 

If the prior distribution )(θG is non-degenerate, then under above assumption 
)(xGβ is strictly decreasing in x . Thus there exists a point Gµ such 

that 00 )(,)( θβθµβ <= xGGG  for Gx µ> and 0)( θβ >xG  for Gx µ< . Therefore, the 
Bayes test Gδ can be written  

1)( =xGδ if Gx µ≤ and 0)( =xGδ  if  Gx µ>                             (1.5) 
where Gµ is called the critical point of the Bayes test Gδ . Thus, Gδ is a monotone 
Bayes test. However, Bayes test Gδ is unavailable to use since the prior )(θG is 
unknown. As alternative we can use the empirical Bayes (EB )approach to obtain an 
EB test. 

The EB approach has been studied extensively in the literature. For example�
literature [1],[2] discussed one-tail testing problem for the one-parameter continuous 
exponential family�while [3]considered nonparametric EB solution to two-tail test in 
the exponential family. Also, literature [4~11] studied empirical Bayes test for the 
parameter for some distribution family. Differing from the past many works�we 
consider the monotone empirical Bayes test for the parameter of a exponential family 
using PA samples.  

The paper is organized as follows. In section 2, we proposed a monotone 
empirical Bayes test based on the NA samples. We investigated the asymptotic 
optimal and obtained a rate of convergence of order in Section3. An example with 
respect to the main result in this paper is given in Section 4.  
 
2. Construction of EB Test  
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Firstly, we introduce the PA sequence which was first defined in [12]. 
 

Definition 1. Random variables nXX ,,1 )2( ≥n  are said to be positively 
associated (PA), if for every pair of disjoint nonempty subsets 1T and 2T of 

set },,3,2,1{ n , 0)),(),,(( 2211 ≥∈∈ TjXfTiXfCov ji ,  where 1f and 2f are increasing or 

decreasing for every variable such that this covariance exists. Random variable 
sequence )3,2,1(}{ =iXi are said to be PA, if for every natural number 2≥n , 

nXX ,,1 , are positively associated. 
In the empirical Bayes framework, let ,1X , 1, +nn XX )( 1 XX n =+  are PA samples 

with the same marginal density function )(xf . Usually, we call nXX ,,1  the past 
samples, X denotes the present sample. In this paper, S0and S1denote positive integers 
respectively, and }2:{ ≥nX n  are identically distributed and weakly stationary PA 
sequence, )(xf  is a density function of 1X .The covariance of }2:{ ≥nX n  satisfies 
condition: 

(A) ∞<∑
∞

=1
1 |),(|

j
jXXCov  

Based on ,1X , nX and X , we define the estimation 
of )(xf and )(xGα , )(),( xx GG γφ , )(xmG  respectively  

∑
=

−
=

n

i n

i

n
n h

xXK
nh

xf
1

0 )(1)(   (2.1)   )(/)(1)(
1

0 i

n

i n

i

n
n Xu

h
xXK

nh
x ∑

=

−
=γ        (2.2)  

)(/)(1)(
1

12 i
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i n

i

n
n Xu

h
xXK

nh
x ∑

=

−
=α  (2.3)  )()()( 0 xxxm nnn αγθ −=              (2.4) 

where 0< 0→nh , )(6 ∞→∞→ nnhn , )(xKi is Borel-Measurable bounded function 

vanishing outside the interval [0,1], BxKi ≤|)(| for ]1,0[∈x )2,1( =i , and )(xKi  
satisfy following conditions: 

(B) ( )∫








=
−=≠

=
=

1

0
.,

,1,,1,0,,0
,,1

ii

ii
j

SjB
Sjji

ji
dxxkx  

(C) )(xK is differentiable on 1R not including finite set 0E , 

∞<≤−∈ cxkERx |)(|sup )1(
01

. 

where B and iB are constants .In the following, we assume that 
,)(:{),()( 21 ∞<=∈ θτθ EGrrG  }21 rr G ≤≤ µ , where 21,rr  are known 

constants( ∞<<< 210 rr ). Then, it follows from the Bayes test )(xGδ (1.5), and 

21 rr G ≤≤ µ ,we propose the EB test as follows 
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



>≤≤>
≤≤≤≤

=
.0)(()(,0
,0)(()(,1

)(
211

211

xmandrxrorrxif
xmandrxrorrxf

x
n

n
nδ                      (2.5) 

Hence, the Bayes risk of )(xnδ is ∫Ω += GnGn CdxxExmxuGxR )]([)()())(),(( δθδ ,where E 

denotes the expectation with respect to the joint distribution of ),,( 1 nXX .By 
definition, an EB test )(xnδ is said to be asymptotically optimal with respect to the 
prior distribution G, if ))(),(())(),(( θδθδ GxRGxR Gn → , ).( ∞→n If for 

some ,0>q ),())(),(())(),(( q
Gn nOGxRGxR −=− θδθδ  then the convergence rate of the EB 

test )(xnδ is denoted by )( qn− . 

 
3. The Properties of EB Test 

In this paper, M , ,, 10 MM  always stand for some different positive constant that 
do not depend on n , they can take different values while appearing even within the 
same expression, and S 10 ,, SSS  denote different positive integer. iR  stand for 
i dimension real spaces. In order to obtain the proper- ties of EB test )(xnδ , we need 
the following lemmas. 

Lemma 1. Let X and Y be PA variables with finite variance, then for any 
differentiable functions 1g and 2g �we have  

),cov()(sup)(sup))(),(cov( )1(
2

)1(
121 YXYgXgYgXg YX≤                   (3.1) 

When 1g and 2g are not differentiable on finite or countable set 1
0E and 2

0E respectively, 

We have  

),()(sup)(sup))(),(cov( )1(
2

)1(
121 2

01
1
01

YXCovYgxgygxg ERYERX −∈−∈≤           (3.2)              

Proof. The proof of (3.1) see lemma 4.2 of [13]. When 1g and 2g are not 

differentiable on finite or countable set 1
0E and 2

0E respectively, the integrate value of 

))(),(cov( 21 ygxg  on product space )()( 1
01

1
01 ERER −×− is equivalent on 2R , so the 

proof of (3.2) is similarly to (3.1). 
 

Lemma 2. Let ,1X nX , , be identically distributed and weakly stationary PA 
sequence, )(xnγ and )(xnα be defined by (2.2)and (2.3). If conditions (A)--(C) hold, 

)(xu is non-decreasing function for all Ω∈x , )(xGγ is continuous function and 
,)]([sup 00 ∞<=> MxGx γ then we have 
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(1) 141 )())(()]([ −− +≤ nnn nhMxunhMxVar γ                             (3.3)                           

(2) 1613 )())(()]([ −− +≤ nnn nhMxunhMxVar α                            (3.4)      
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21 TT +=              (3.5) 

Since )(xu is non-decreasing function and )(xGγ is non-increasing 
function, BxK ≤|)(| 0 and  ,)]([sup 00 ∞<=> MxGx γ we have  
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1 ))(()()())(( −− ≤+≤ ∫ xunhMdvvhxvKxunh nnGn γ (3.6) 

 Let )(/)(),( 0 yu
h

yxKyxg
n

n
−

= . From the condition (B), we know the partial 

derivative of ),( yxgn is existence on 01 ER − ,then from lemma 1 and the condition (C), 

we have 
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1

1

22 )(),(),()},(({sup)(2 −
∞
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−−

≤<≤

− ≤≤≤ ∑∑ nhMXXCovnhnMXXCovyxgnh n
i

jin
nji

jin
y

n    (3.7) 

Substituted (3.5)by (3.6)and (3.7), the proof of (1) is completed. Similarly, the proof 
of (2) can be completed. 
 

Lemma 3. If the conditions of lemma 1 hold, and )(xGγ is the l times differentiable 
for all Ω∈x . Then for all 1≥l , we have  

(1) ),(|)()]([| xSQhxxE S
nGn ≤− γγ ,        (2) ),1(|)()]([| xSQhxxE S

nGn +≤−αα , 

(3) )()1(|)()]([| 0 xQhxmxmE S
nGn +≤− θ . 

where )),,1(),,(max()( xSQxSQxQ += )()exp()(])!1[(),( 1 θθθθ dGxCtBxtQ t −+= ∫Θ
− . 
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Proof. By the Taylor , s theorem and the condition (A), we have  

∫ +=
1

0 0 )()()]([ dvvhxvKxE nGn γγ θθθθ ()exp()()exp()(
1

0 0 dvdGvhvKxC n∫∫ −−=
Θ
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 where ],,0[* vv ∈  Since BvK ≤|)(| 0  and 1)exp(0 * ≤−≤ vhnθ , we have  

),()()exp()(
)!1(

|)()]([| 0
0

00
0

xSQhdGxC
S
BhxxE S

n
S

S
n

Gn =−
+

≤− ∫Θ θθθθγγ .            (3.8) 

Similarly, since BvK ≤|)(| 1 and 1)exp(0 ** ≤−≤ vhnθ , where ],0[** vv ∈ .We have 

|)(])exp()()[exp()(
!

)(||)()]([|
1

0
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1
1

1
11

1

θθθθθαα dGdvvhvKvxC
S

hxxE n
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Gn ∫∫ −−
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=−
Θ
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),()()exp()(
)!1( 1

1

1

1
11

1

xSQhdGxC
S
Bh S

n
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n −

Θ

−

≤−
+

≤ ∫ θθθθ                           (3.9) 

Note that for each positive integer S , ),( 1 xSQ is decreasing in x . We 
choose 1101 +=+= SSS , from (3.8)and (3.9), we obtain 

),(|)()]([| xSQhxxE S
nGn ≤− γγ ,  ),1(|)()]([| xSQhxxE S

nGn +≤−αα . 

Define )),1(),,(max()( xSQxSQxQ += .Since both ),( xSQ and ),1( xSQ + are 
non-increasing function for 0>x � )(xQ is also non-increasing for 0>x .It follows 
that  

)()1(),1(),(|)()]([| 00 xQhxSQhxSQhxmxmE S
n

S
n

S
nGn +≤++≤− θθ            (3.10) 

Since ),()( 21 rrxuG ∈ , )(xQ is non-increasing function for 0>x � )()( 1 xQrQ ≥ for all 

1rx ≥ . Thus 
),(xnγ )(xnα and )(xmn are asymptotically unbiased and consistent estimators of 
),(xGγ )(xGα  and )(xmG respectively. When n is larger enough, we have   

)(/)()1(2)( 1001 GG
S
nG rQhr µγθθβ +>− , )(/)()1(2)( 22020 rrQhr G

S
nG γθβθ +>− . Since )(xGβ is 

a continuous, strict decreasing function and 0)( θµβ =GG , there exist two 
points 1Gµ and 2Gµ , 2211 rr GG <<< µµ such that  
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)(/)()1(2)( 1001 GG
S
nGG rQh µγθθµβ +=− , )(/)()1(2)( 22020 rrQh G

S
nGG γθµβθ +>− . (3.11) 

Thus, we have 4321))(),(())(),(( WWWWGxRGxR Gn +++=− θδθδ , where  

dxxmxuxmxmPW GGr n
G )()(}0)(,0)({1 1

1
>≤= ∫

µ , 

dxxxxuxmxmPW GGGn
G

G
])()[()(}0)(,0)({2 0

1
θβγ

µ

µ
−≤>= ∫  

dxxxxuxmxmPW GGGn
G

G
)]()[()(}0)(,0)({3 0

2 βθγ
µ

µ
−>≤= ∫ , 

dxxmxuxmxmPW GG
r

n
G

)]()[(}0)(,0)({4 2

2
−≤>= ∫µ  

Theorem 1. Suppose that the EB test )(xnδ is defined by (2.5), and ,1X nX , , is 
identically distributed and weakly stationary PA sequence. If conditions (A)--(C) 
hold, )(xu is a positive and continuous non-decreasing function for all Ω∈x , and 

,∞<θE )(xGγ is the l times differentiable for all Ω∈x )1( ≥l .Then, for 

each ),()( 21 rrG τθ ∈ , when ∞== ∞→∞→
6lim,0lim nnnn nhh , we have  

))(),(())(),((lim θδθδ GxRGxR Gnn =→∞   

If )6/(1 +−= S
n nh , then )())(),(())(),(( )6/( +−=− SS

Gn nOGxRGxR θδθδ . Where ,1≥S S is a 

positive integer. 
 
Proof. Since )(xGγ is a decreasing function for all Ω∈x , we have  

0)()( 001 =−≥− θµβθµβ GGGG for ),( 1 GGx µµ∈ ,                         (3.12) 
)()()(0 2000 GGGGG x µβθβθµβθ −≤−≤−≤  for ),( 2GGx µµ∈ .  

Thus, we have 

)()(/)()1(2)(/)()1()()(22 1010
1

S
nGG

S
nGG

S
nG hOrQhdxrQhxxuW G

G
=+≤+≤ ∫ µγθµγθγ

µ

µ
, 

)()(/)()1(2)(/)()1()()(23 210210
2 S

nG
S
nG

S
nG hOrrQhdxrrQhxxuW G

G
=+≤+≤ ∫ γθγθγ

µ

µ
. 

For all ),( 11 Grx µ∈ , we have 0)]()[()( 0 <−= xxxm GGG βθγ . From lemma 3 and (3.11), 
we have  

)()1()()( 0 xQhxmxEm S
nGn ++< θ  

0)(
2
1)()1()]()[(

2
1)(

2
1

1010 <=++−+≤ xmrQhxm G
S
nGGGGG θµβθµγ       (3.13) 

For all ),( 22 rx Gµ∈ , we have 0)]()[()( 0 >−= xxxm GGG βθγ .Tthus by lemma 3 and 
(3.11), we have  
 )()1()()( 0 xQhxmxEm S

nGn +−> θ
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0)(
2
1)()1()]()[(

2
1)(

2
1

20202 >≥+−−+≥ xmrQhrxm G
S
nGGGG θµβθγ     (3.14) 

 
From lemma 2, we have  

)]([2)]([2)]()([)]([ 2
00 xVarxVarxxVarxmVar nnnnn αγθαγθ +≤−=  

166
3

3
2

4
10 )(/)(/)(/)(/)( −=+++≤ nnnGnnG nhOnhMxunhxMnhMxunhxM γγ  (3.15) 

For each ),( 22 rx Gµ∈ , by (3.14),(3.15) and Tchebychev inequality, we have  

161616
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)]()[()())(
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1|)()(|(4
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n
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r

nhOdxxmxunhMdxxmxunhM
xm

dxxmxunhMxmxEmxmPW

GG

G

µµ

µ  

Similarly�for ),( 11 Grx µ∈  by (3.13), (3.15), we can get  

1616 )()(/)()(1 1

1

−− =≤ ∫ nGrn nhOdxxmxunhMW Gµ .  

When ∞=∞→→< ∞→
6lim),(00 nnn nhnh , we have  

0)4321(lim),(),(lim =+++=− ∞→∞→ WWWWGRGR nGnn δδ  

This shows that ),(),(lim GRGR Gnn δδ =∞→ . If )6/(1 +−= S
n nh , then  

)(),(),( 6/ SS
Gn nOGRGR +−=− δδ , where S is a positive integer )1( ≥S .  

Now, by using the conditions of theorem, we can show that if S is large enough, then 

the convergence rate of the empirical test also approaches to )( 1−nO . 

4. Example 
Let )0()exp()|( >−= xIxxf θθθ , where θθθ ==> )(,1)(,0 Cxu . The prior density 

function of θ is )0()2exp(4)( >−= θθθθ Ig .Then by computation, we obtain that 

,)2/(8)( 3xxG +=γ 4)2/(24)( xxG +=α .  Obviously, 1)( =xu is a non-decreasing 

function for all 0>x , and ,∞<θE )(xGγ is the l times differentiable for all Ω∈x  
)1( ≥l . Therefore, the conditions of theorem are satisfied. It is show that the results of 

this paper are obtained. 
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